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ABSTRACT

Improving the Effectiveness of Machine-Assisted Annotation

Paul Felt
Department of Computer Science, BYU

Master of Science

Annotated textual corpora are an essential language resource, facilitating manual search
and discovery as well as supporting supervised Natural Language Processing (NLP) techniques
designed to accomplishing a variety of useful tasks. However, manual annotation of large textual
corpora can be cost-prohibitive, especially for rare and under-resourced languages. For this reason,
developers of annotated corpora often attempt to reduce annotation cost by offering annotators
various forms of machine assistance intended to increase annotator speed and accuracy.

This thesis contributes to the field of annotated corpus development by providing tools and
methodologies for empirically evaluating the effectiveness of machine assistance techniques. This
allows developers of annotated corpora to improve annotator efficiency by choosing to employ only
machine assistance techniques that make a measurable, positive difference.

We validate our tools andmethodologies using a concrete example. First we present CCASH,
a platform for machine-assisted online linguistic annotation capable of recording detailed annotator
performance statistics. We employ CCASH to collect data detailing the performance of annotators
engaged in syriac morphological analysis in the presence of two machine assistance techniques:
pre-annotation and correction propagation. We conduct a preliminary analysis of the data using the
traditional approach of comparing mean data values. We then demonstrate a Bayesian analysis of
the data that yields deeper insights into our data. Pre-annotation is shown to increase annotator ac-
curacy when pre-annotations are at least 60% accurate, and annotator speed when pre-annotations
are at least 80% accurate. Correction propagation’s effect on accuracy is minor. The Bayesian anal-
ysis indicates that correction propagation has a positive effect on annotator speed after accounting
for the effects of the particular visual mechanism we employed to implement it.

Keywords: Syriac, Bayesian methods, Annotated Corpora, Machine-Assisted Annotation, Ma-
chine Assistance
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Chapter 1

Machine-Assisted Annotation

1.1 Introduction

The current success and widespread use of data-driven techniques for processing human language

make annotated corpora an essential language resource. For instance, many popular Natural Lan-

guage Processing (NLP) algorithms require significant amounts of high quality (often human-

annotated) training data in order to perform effectively. Also, annotated text can be useful in its

own right as a means of exploring and understanding the text itself. For example, one might use

part-of-speech annotations and syntactic dependencies to study the diachronic prominence of ideas

in a language.

There is an urgent need to produce more annotated corpora. Because data-driven prediction

techniques learn tomimic patterns found in training data, they perform best when the data they learn

from are very similar to the data they are to be used upon. For example, an automatic grammatical

tagger trained on hand-labeled news articles will likely performwell when used to automatically la-

bel similar articles, but may perform poorly on transcribed spontaneous vocal utterances. Therefore

corpora must be labeled for each domain of interest. In addition, a growing number of linguistic

tasks have been proposed including part of speech tagging, named entity recognition, constituent

parsing, and dependency parsing [28]; supertagging and deep grammatical parsing [2]; co-reference

resolution [43], sentiment analysis [37], information extraction [10], and many more. Solving high

level language problems may involve integrating state-of-the-art solutions for many different NLP

tasks, such as IBM’s recently publicized Watson project, designed to accomplish deep question an-

1
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swering [17]. Before applying data-driven prediction techniques to a new problem, a corresponding

labeled corpus must be constructed for all necessary subtasks.

The number of annotated corpora required to adequately cover the cross product of domains

and tasks poses a problem even for highly resourced languages (e.g. English), and is far more daunt-

ing for the many under-resourced languages of the world, including a great number of languages

that are in the process of disappearing [23]. Producing corpora documenting these endangered lan-

guages while there are still living native speakers is an endeavor of great linguistic importance.

Because there are insufficient resources to fulfill all of these needs, it is highly desirable to find

ways of reducing the cost of creating annotated corpora.

1.2 The Annotation Landscape

This section sketches general approaches that have been taken to improve the process of creating

labeled corpora. It also points out some of the strengths and weaknesses to those approaches, and

ends by explaining, in context, the scope and significance of the current work.

Many methods have been employed to avoid the costs of a traditional labeling project. A

large body of work has built up around the notion of crowd-sourcing, using internet participation on

a grand scale to solicit very noisy labels at very low cost using systems like Amazon’s Mechanical

Turk [26].1 Others have used cleverly constructed games to elicit labels from participants [47].

Similarly, a labeled corpus may be constructed for free if one can discover data that has been

implicitly labeled. For example, Pang et al. [38] crawled an online corpus of movie reviews that

were already labeled with a summary numerical rating (e.g. 1 through 5 stars). However, many of

these techniques are only effective for highly resourced languages and for labeling tasks which do

not require much expertise.

When manual corpus creation is unavoidable, various flavors of machine assistance have

been proposed to increase annotator speed and accuracy. Marcus et al. [29] and many others have

used pre-annotation, presenting annotators with automatically labeled sentences so that they need
1http://mturk.amazon.com

2
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merely correct errors rather than annotate from scratch. Kristjansson et al. [27] proposed correction

propagation as an extension to pre-annotation in which multi-part pre-annotatinos are dynamically

revised whenever the human annotator corrects an erroneous portion of a pre-annotation. Active

learning is another approach that addresses the problem from the machine’s point of view. Rather

than assisting annotators to work quickly, active learning attempts to assist the automatic labeler

to learn quickly by presenting the human annotator with examples that are likely to be of the most

value to the automatic labeler [41]. Higher quality pre-annotations may, in turn, reduce annotation

cost. In a similar vein, several researchers have explored ways of reducing the cost of training a

high quality automatic annotator by allowing experts to inject expert knowledge into the model to

accelerate the training process [7, 14, 19, 34].

However, all machine assistance techniques rely on the existence of an automatic helper of

some kind, and, as previously noted, most state-of-the-art automatic learners rely on the existence

of already labeled data. The result of this circular dependency is that machine assistance tends to

be of a poor quality to begin with, slowly improving as labels are accumulated. If the quality is

sufficiently poor, it is entirely possible that machine assistance could do more harm than good. For

example, pathologically bad pre-annotationsmight incur a time cost by distracting and antagonizing

human annotators. In addition, the best implementation of a given machine assistance technique

is not guaranteed to be the same for every linguistic task. For some tasks, presenting the single

most likely pre-annotation could be the most effective pre-annotation strategy [29], while for other

tasks, it may be more effective to present the top k possibilities [18]. A crucial question, then,

regarding machine assistance techniques is determining when and how they ought to be used for

each linguistic task and domain.

This thesis contributes to the field of labeled corpus development in a small but impor-

tant way: by providing a methodology and tools to evaluate the performance of machine assisted

annotation. We demonstrate the effectiveness of our tools and methodology by choosing two ma-

chine assistance techniques to evaluate in the context of a non-trivial linguistic annotation task.

The machine assistance techniques we choose are pre-annotation and correction propagation. The

3
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linguistic task we choose is Syriac morphological analysis. As a result, this thesis also make an im-

portant contribution to the under-resourced language of Syriac by answering the question of when

pre-annotation and correction propagation are effective machine assistance techniques for Syriac

morphological analysis. This chapter will proceed to state more clearly the thesis to be proven,

then discuss in detail Syriac morphological analysis, pre-annotation, and correction propagation.

1.3 Thesis Statement

Pre-annotation and correction propagation can increase the speed and accuracy of annotators en-

gaged in Syriac morphological annotation.

1.4 Syriac Morphological Analysis

Scholars at the Neal A. Maxwell Institute for Religious Scholarship at BYU and at the Oriental

Institute at the University of Oxford are jointly working on a project called the Syriac Electronic

Corpus project, with the goal of creating a comprehensive, labeled corpus of classical Syriac. Clas-

sical Syriac (’kthobonoyo’) is an under-resourced Semitic language of the Christian Near East and a

dialect of Aramaic. It is currently in use as a liturgical language but was a true spoken language up

until the eighth century when it was largely supplanted by Arabic. Many prolific authors wrote in

Syriac. The goal of the Syriac Corpus project is to annotate these texts with morphological analyses

to facilitate systematic study of Syriac by historians, linguists, and language learners.

ܢ ̣ܽ ̇ ܰ ̇ ܰ
token stem citation form root

Figure 1.1: The Syriac word token LMaLK’K,uON “to your king” and its related forms

Morphological analysis of Syriac is the process of segmenting a word into its constituent

morphemes and labeling each with its grammatical function(s). For our purposes, the primary

morpheme is the “stem”, namely the remainder of the token after removing morphological suffixes

and prefixes. The dictionary citation form (or baseform) and the root are identified from the stem.

4



www.manaraa.com

In contrast to English, where searching for a few forms of a word or using simple query-

expansion is often sufficient for discovering patterns reflecting the word’s usage and meaning,

in Semitic languages search and discovery are not so straightforward. If we could search Syriac

texts on citation forms or even on roots, we could search for and discover patterns as easily as in

English; however, Semitic roots are altered significantly by expressive inflectional and derivational

morphological processes. Consequently, inflected forms of any given Syriac root are numerous.

As a result, searching Syriac text is impaired since one must either limit one’s query to a single

inflected form or use heuristics to expand the query, buying higher recall at the price of lower

precision.

Amorphologically annotated digital corpus of a lesser studied language such as Syriac lends

itself to search and therefore to careful study in a way that formerly only experts could attempt

based on long years of familiarity. Such annotated corpora enable scholars to study and discover

the contributions of and trends in historical documents. One outstanding example of such a corpus

is the Dead Sea Scrolls Electronic Library (DSSEL), assembled by the Center for the Preservation

of Ancient Religious Texts (CPART) in the Neal A. Maxwell Institute for Religious Scholarship at

Brigham Young University [46]. The Syriac Corpus will be an artifact of similar value, useful to

linguists, Syriac students, and scholars of Syriac, the Near East, and Eastern Christianity.

Unfortunately, creating annotated corpora can be extremely time consuming. The Way

International Foundation, a Biblical research, teaching, and fellowship ministry, spent 15 years

labeling the Syriac New Testament with morphological annotations [25]. The Syriac New Testa-

ment consists of approximately 100,000 words. Similarly, two Syriac scholars recently required

18 months to hand label less than half of the Old Testament [24]. By contrast, the Syriac Corpus

aims to encompass approximately 10,000,000 words. To achieve this goal in a timely manner it

will be necessary to increase the speed of annotation.
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1.5 Pre-annotation and Correction Propagation

Pre-annotation, also called automatic annotation or pre-labeling, is a form of machine assistance

that has the potential to reduce overall annotation cost by using NLP algorithms to automatically

annotate each instance (i.e. token) before it is presented to an expert annotator. Expert annota-

tors then need only review and correct the proposed annotations, which can be much quicker than

annotating from scratch.

Kristjansson et al. [27] describe an enhancement to pre-annotation for annotation tasks that

require makingmultiple decisions (e.g. labeling each word in a sentence) which they call correction

propagation. Correction propagation is a technique in which annotator corrections to any part of

a multi-part annotation are returned to the machine annotator, allowing the machine annotator to

improve its original hypotheses and fix downstream errors in the annotation, potentially saving

the annotator the effort of correcting them. Kristjannson et al. give the example of an annotator

identifying contact information in free text. In such a case, correcting a pre-annotated given name

might allow the automatic annotator to correctly identify the corresponding surname and address.

One problem affecting both pre-annotation and correction propagation is that they require

a model capable of supplying or updating automatic annotations. However, as noted earlier, many

NLP algorithms for building such a model require already annotated training data. For tasks and

languages without already existing resources, one must therefore begin the annotation process with

low quality pre-annotations and periodically retrain the automatic annotator as more data is labeled.

Although pre-annotation and correction propagation can help, it is conceivable that sufficiently

inaccurate predictions could reduce annotator speed or accuracy. Because of this, before building

annotated corpora in domains with little labeled data, it would be desirable to have a sense of how

accurate amodelmust be in order tomake pre-annotation and correction propagation helpful instead

of harmful. This thesis presents the collection and analysis of data detailing the effectiveness of

pre-annotation and correction propagation on Syriac morphological analysis.
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1.6 Related Work

In order to apply pre-annotation to Syriac morphological analysis, we first require a model capable

of generating analysis hypotheses for Syriac text. We use Syromorph, a probabilistic morpholog-

ical analyzer for Syriac developed by McClanahan et al. [30]. Syromorph accomplishes Syriac

morphological analysis as a pipelined sequence of classification and transduction tasks. Each task

in the pipeline relies on the data and on the results of all tasks preceding the current task in the

pipeline. Syromorph first segments each word into its parts: prefix, stem, and suffix. Syromorph

then predicts a baseform, or dictionary citation form, for the stem. Finally, Syromorph predicts the

grammatical attributes of the stem and suffix.2

In order to apply correction propagation to Syriac morphological analysis, our model must

be capable of constraining its predictions to match partial labelings. Kristjansson et al. [27] pro-

pose a constrained Viterbi decoding algorithm for linear conditional random field models (CRFs).

Because Syromorph is a pipelined sequence model, we are able to adapt Kristjannson’s method of

constrained decoding, with the difference that we use an n-best beam decoder instead of Viterbi

decoding. Other approaches to constrained inference include the work of Chang et al. [8] who use

integer linear programming to constrain inference in large class of models, including CRFs.

Pre-annotation has been evaluated on a variety of linguistic annotation tasks. Marcus et al.

[29] evaluated pre-annotation using an interface embedded in the GNU Emacs Editor to label the

Penn Treebank with English part-of-speech tags to the Penn Treebank. They timed by hand four

annotators and reported that pre-annotation more than doubled annotation speed and also increased

accuracy and inter-annotator agreement. Chiou et al. [9] timed two annotators and reported a 70%

increase in annotation speed using pre-annotation on a Chinese Treebank annotation task. Ganchev

et al. [18] used a custom web-based tool to do named entity recognition (NER). In order to make

pre-annotation effective for NER, they found they had to apply their pre-annotation approach at
2In accordance with the current needs of the Syriac Corpus project, the original Syromorph (v1.0) has beenmodified

slightly so that it no longer predicts a root form (current version is 2.1). The reason for this change is that the ultimate
goal of the project is to link each token to a baseform dictionary entry, and the root form comes for free with this
linkage.
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a finer grain than whole-tree by presenting annotators with a set of plausible guesses instead of

a single best guess. They recorded by hand the time of a single annotator and reported a more

than 50% increase in speed. Brants and Plaehn [5] applied pre-annotation to parse tree labeling.

In order to make pre-annotation effective for parse tree labeling, they found they had to alter their

pre-annotation approach by creating an interactive parse tree where annotators accept or reject

suggestions starting at the parse tree’s leaves and working their way to the root. These results are

encouraging, but unfortunately they are not strong enough to let us conclude that pre-annotationwill

necessarily be effective for Syriac morphological analysis. For one thing, most of the tests involved

only one or two annotators. More importantly, pre-annotation had to be adapted before it was

effective for some of the tasks, implying that for complex annotation tasks, näıve pre-annotation

may not be effective. It is unclear which, if any, of the previous pre-annotation results apply to

Syriac morphological analysis or to other linguistic annotation tasks.

Correction propagation has been evaluated on far fewer tasks than pre-annotation. As has

already been noted, Kristjansson et al. [27] applied correction propagation to the task of informa-

tion extraction, interactively assisting simulated users to fill in database fields. They evaluated the

performance of correction propagation in simulation and showed that automatic annotator accuracy

significantly increased after even a single correction. They also showed that correction propaga-

tion significantly reduced the expected number of user interactions with a proposed graphical user

interface. These results are promising; however, because of the differences between information

extraction and Syriac morphological analysis, previous work is insufficient to conclude that cor-

rection propagation will be effective for Syriac morphological analysis.

1.7 Publications Roadmap

The balance of this thesis consists of the published and submitted papers resulting from this project.

They describe the work that was required to test the thesis statement: building tools, gathering data

with a user study, and analyzing the data. Prepended to each paper is a brief explanation of how
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that paper fits into the larger context of the thesis. This section provides a brief summary of each

paper and how it contributes to the thesis.

• Chapter 2 has been published in the Seventh International Conference on Language Re-

sources and Evaluation [15]. This paper describes the design and architecture of CCASH,

a framework that allows collaborative online annotation, facilitates machine assistance, and

also records detailed timing information about all user interactions.

• Chapter 3 will be published in the Eighth International Conference on Language Resources

and Evaluation [16]. This paper reports on a controlled user study in which nine participants

each annotated 30 sentences with Syriac morphological analyses, assisted by pre-annotation

and correction propagation. The study design is explained in detail along with a simple

analysis of the data in terms of time and accuracy.

• Chapter 4 has been submitted for review to 2012Conference on EmpiricalMethods inNatural

Language Processing (EMNLP). This paper takes a deeper look at the timing information

gathered in the user study using a Bayesianmethodology. The Bayesian analysis corraborates

previous conclusions and yields additional insights that allow us to improve the way we are

applying correction propagation to Syriac morphological analysis.

Bear in mind that the papers in Chapters 2, 3, and 4 are self-contained works, so although

their main contributions are different, they necessarily contain a good deal of redundant introduc-

tory material. Also, all paper references have been merged with the general list of thesis references.
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Chapter 2

CCASH: A Web Application Framework for Efficient, Distributed Language Resource

Development

Author List

Paul Felt, Owen Merkling, Marc Carmen, Eric Ringger, Warren Lemmon, Kevin Seppi, Robbie

Haertel

Publication Venue

The Seventh International Conference on Language Resources and Evaluation (LREC) 2010

MS Thesis Context

This paper fits into the larger thesis by creating the software tools necessary in order to implement

and evaluate machine assistance methods. Before CCASH, no annotation software existed that was

designed to record detailed timing information about user interactions.

Abstract

We introduce CCASH (Cost-Conscious Annotation Supervised by Humans), an extensible web

application framework for cost-efficient annotation. CCASH provides a framework in which cost-

efficient annotation methods such as Active Learning can be explored via user studies and after-

wards applied to large annotation projects. CCASH’s architecture is described as well as the tech-

nologies that it is built on. CCASH allows custom annotation tasks to be built from a growing set
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of useful annotation widgets. It also allows annotation methods (such as AL) to be implemented

in any language. Being a web application framework, CCASH offers secure centralized data and

annotation storage and facilitates collaboration among multiple annotations. By default it records

timing information about each annotation and provides facilities for recording custom statistics.

The CCASH framework has been used to evaluate a novel annotation strategy presented in a con-

currently published paper, and will be used in the future to annotate a large Syriac corpus.

2.1 Introduction

The current success and widespread use of data-driven techniques in language-related fields make

annotated corpora an often essential language resource. For instance, many popular Natural Lan-

guage Processing (NLP) algorithms require significant amounts of human-annotated training data

in order to perform effectively. Also, annotated text can be useful in its own right as a means of

qualitatively exploring the annotated text. For example, one might use part-of-speech (POS) anno-

tations to study the syntax of a language, or morphological annotations to study the formation of

words in a morphologically rich language.

Alongwith the need for annotated corpora comes the need for tools capable of creating these

corpora. However, the process of creating annotated corpora is not trivial. For one thing, employ-

ing human specialists to annotate each instance in a corpus by hand can be prohibitively costly. A

general purpose annotation tool should make use of existing cost-efficient annotation methods such

as automatic annotation and Active Learning (see Section 2.2). However, cost-efficient annotation

is an area of active research, so annotation tools should also be sufficiently flexible to encourage

novel methods to be implemented and explored. Indeed, since the effectiveness of various annota-

tion methods may vary across tasks and domains, even projects interested only in applying known

annotation methods to a large corpus may wish to conduct exploratory studies to compare the effi-

ciency of several annotation methods before proceeding on a large scale. In addition to cost, many

other problems must be dealt with. If the annotation task being conducted is uncommon, project

developers may need to customize an existing annotation tool or create their own custom tool to
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implement that annotation task. Annotation projects that employ multiple annotators must solve

problems of data distribution and consistency. Such projects must somehow distribute views of

the corpus to each annotator and collect annotations into a central location, handling any conflicts

among the annotations.

Although this discussion by nomeans exhausts the demands thatmight bemade of a general-

purpose annotation tool, we believe they are an important subset. Ideally then, an annotation tool

would offer at a minimum the following high-level features:

• Accommodate proven cost-efficient annotation methods

• Encourage novel cost-efficient annotation methods

• Facilitate exploratory studies and comparisons of annotation methods (e.g. measure annota-

tion costs)

• Accommodate custom annotation tasks

• Coordinate the efforts of multiple annotators

In this paper we introduce CCASH (Cost-Conscious Annotation Supervised by Humans), a

web application framework for corpus annotation designed to implement this feature set by using

familiar programming paradigms, open standards technologies, and by providing reasonable default

implementationswhenever possible, always allowing thosewith unique requirements to define their

own features from the ground up.

The remainder of this paper is organized as follows: in Section 2.2 we describe annotation

projects, studies, and tools that influenced CCASH’s design and implementation. In Section 2.3

we explain our decision to implement CCASH as a web application. In Sections 2.4 and 2.5 we

describe CCASH’s architecture and implementation details. In Section 2.6 we describe the process

of customizing CCASH. In Section 2.7 we outline a case study in which CCASH was used, and in

Section 2.8 we discuss conclusions and future work.
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2.2 Related Work

Here we present previous work that helped to motivate the feature set outlined in Section 2.1 and

to inform the way that CCASH implements those goals. Due to the importance of cost efficiency

to those goals, a large portion of the work we cite consists of annotation projects, studies, and tools

that were used to develop cost-efficient methods of annotation.

Automatic annotation, or pre-labeling, consists of using NLP algorithms to automatically

annotate each instance before it is presented to an expert annotator. Expert annotators then need

only review and correct the proposed annotations, which can be much quicker than annotating

from scratch. Marcus et al. [29] evaluated automatic annotation using an interface embedded in

the GNU Emacs Editor to annotate the Penn Treebank. They manually timed four annotators and

found that automatic annotation more than doubled annotation speed and also increased accuracy

and inter-annotator agreement. Chiou et al. [9] manually timed two annotators and reported a 70%

increase in annotation speed using automatic annotation on a Chinese Treebank annotation task.

They did not report the tool they used. Ganchev et al. [18] used a custom web-based tool to do

named entity recognition (NER). They evaluated an automatic annotator that presented annotators

with a set of plausible guesses instead of a single best guess. They manually recorded the time of

a single annotator, reporting a more than 50% increase in speed compared with a manual baseline.

The dramatic time savings reported in these studies underscore the importance of provid-

ing proven annotation methods in any general-use annotation framework. Also, notice that each

study evaluates automatic annotation by manually timing a very small number of annotators. These

results are convincing, but relatively informal. This suggests a need for annotation tools that au-

tomatically record cost in such a way as to facilitate exploratory studies, allowing significant user

studies to be run without much overhead. Also, flexibility and customization were shown to be

important to annotation tools. For example, Ganchev et al. [18] found it necessary to tweak the

simple concept of automatic annotation in order to make it successful in the domain of NER.

Many automatic annotators require annotated training data. Annotated data are cheaply

available for common tasks in major languages. However, in order to apply automatic annotation
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to a new task or to a new language, expert annotatorsmust be paid to annotate training data, reducing

the cost-efficiency of automatic annotation.

Active Learning (AL) is a technique that addresses this problem by reducing the cost of

annotating useful amounts of training data [21, 22, 39, 41]. AL controls which data instances an

expert is asked to annotate, presenting themwith instances likely to bemost informative for learning

algorithms. The resulting annotations may be used to train an automatic annotation algorithm.

Ngai and Yarowsky [35] evaluated the effectiveness of AL for noun phrase chunking using

an hourly cost model. For this study, seven annotators used a custom-built Java annotation client

communicating with a server to enable centralized AL and record timing information. Tomanek

et al. [45] evaluated the performance of AL on the task of NER in immunogenetics. They developed

and used JANE (the Jena ANnotation Environment), a Java program built on MMAX2 [33], to

record annotators’ timing information. JANE uses a client-server architecture, allowing distributed

annotation and multi-annotator AL.

Both of these studies deal with multiple annotators by centralizing their data and develop-

ing tools with client-server architectures. They also extend AL to the multi-annotator case, again

underlining the variety of implementations possible for each established annotation method.

Ringger et al. [40] conducted an AL study with 47 annotators doing English POS tagging

using a custom-built web application that collected timing information. They used that information

to derive an hourly cost model for English POS tagging, which Haertel et al. later incorporated into

a cost-conscious version of AL [22]. This is a case where cost measurements were not just used

to provide evidence for the effectiveness of a particular method of annotation, but were actually

incorporated into an annotation method. In other words, there are some cost-efficient annotation

methods that cannot be implemented with an annotation tool that does not record and provide access

to cost information, making real-time cost measurement essential.

Representative general-use annotation platforms that influenced CCASH’s design include

GATE [13], Word-Freak [32], MMAX2 [33], Knowtator [36], and JANE [45]. These tools all

support common annotation tasks and also allow for the creation of custom annotation tasks with
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different degrees of flexibility. GATE is a Java tool that uses a client-server architecture to coordi-

nate multiple annotators, allows timing information to be recorded, and uses a modular design to

promote customization. Knowtator allows users to define complex annotation schemas, making it

exceptionally configurable and reducing the need for customized plug-ins. MMAX2, like GATE,

is a highly modular Java application with a client-server architecture. JANE is a Java application

built on MMAX2 that, as mentioned before, provides a form of AL. Word-Freak supports both

automatic annotation and searching based on annotation confidence, which allows annotators to

engage in a kind of manual AL.

2.3 Web Application Framework

Although the features outlined in Section 2.1 could be implemented in a variety of ways, CCASH

designers felt that a web application framework was most fitting for a number of reasons. Previous

annotation tools have tended toward client-server relationships in order to centralize data and facil-

itate multiple annotator collaboration. Web applications make client-server architecture easy and

natural. Among the tools described in Section 2.2, GATE and MMAX2 seem to be the most popu-

lar due in large part to their support for extensive programmatic customization. A web application

seemed a good choice for a customizable architecture, since Internet architecture has a tradition of

being extremely customizable, even allowing modules written in different languages and running

on different platforms to interoperate.

Being a web application gives CCASH other key advantages in a distributed annotation

project. The overhead of configuring a collaborative annotation project can be handled by a single

administrator with access to the server. Annotators can then immediately begin annotating texts

from any GWT-supported web browser with virtually no per-user configuration time. Since web

applications are reloaded every time a user revisits the site or refreshes the browser, there is no

difficulty associated with distributing software or project configuration updates. Any updates to

the annotation task or to the CCASH framework are instantly and transparently available to all

annotators.
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2.4 CCASH Architecture

CCASH’s architecture consists of four parts: a web client, a web server, a database, and an instance

provider (see Figure 2.1).

Figure 2.1: CCASH Architecture

2.4.1 Instance Provider

Instance providers are processes with a single responsibility: to provide instances to annotators. In

this context an instance is a piece of text, such as a word or sentence, which requires expert anno-

tation. The instances that an instance provider returns may optionally be pre-annotated. Instance

providers are largely independent from the rest of CCASH. They make themselves available as

web services at some address by implementing a simple XML-RPC interface (see Section 2.5.3).

In CCASH, part of setting up an annotation project is giving it the address of a valid instance

provider. Because instance providers are decoupled across the network from the rest of CCASH,

they may be implemented in any language. This is particularly valuable since instance providers

are a prime target for making use of NLP algorithms such as pre-labeling and AL. Algorithm li-

braries and custom research tools exist in many languages besides Java, and may be reused as part

of implementing an instance provider. Because of this network decoupling, instance providers may
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also be located at anywhere in the world, although because of network latency issues we anticipate

that they will commonly be located either on the same machine as the web server, or nearby.

For convenience, CCASH provides Java instance providers that use generics to return any

type of instance in sequential and random order. We are also working on including Java instance

providers that implement several varieties of pre-labeling and AL.

2.4.2 Data Model

Deciding how to represent and store instances and annotations was a difficult design decision in

CCASH. Ideally, one would invent a data structure that is both efficient and also able to encode

every instance and annotation type that might be required. For example, a POS tagging task might

require annotations to be a sequence of tags. Dependency parsing, on the other hand, might re-

quire annotations to contain sets of directed connections between word pairs in the corresponding

instance. One can imagine that a data structure able to represent both of these annotations (not

to mention a multitude of other possible annotation tasks) would run the risk of being bulky and

cumbersome. However, if the data structure were not sufficiently general, it would lose the ability

to represent certain tasks and the framework would be unusable for them. Also, if a data structure

required users to radically alter their own data schemas in order to fit CCASH’s structures, it might

discourage them from using the framework.

Recall that one of our high-level design goals is to provide reasonable default implemen-

tations whenever possible, always allowing those with unique requirements to define their own

functionality. Guided by this principle, we decided to provide some reasonable default data repre-

sentations and separate the CCASH framework from task-specific data structures as much as pos-

sible, allowing developers to use their own data structures, if desired, with minimal interference

from the framework.

The two parts of CCASH that need to work with task-specific instance and annotation struc-

tures are the web client and the instance provider. The web client must know how to appropriately

display the data instances and collect the desired annotations. The instance provider must select

17



www.manaraa.com

instances, possibly pre-label them, and then send them to the client. It receives new annotations

from the client, updating its models with new annotations and recording the annotations alongside

the data. The web client and the instance provider share a common method of serialization, and

between those two endpoints, CCASH is ignorant of instance and annotation values. CCASH sim-

ply passes the serialized value along as a member variable of wrapper objects that CCASH uses to

maintain records in its own database.

2.4.3 Web Client and Server

The web client is the portion of the application that runs in a user’s browser using a combination

of HTML and JavaScript. The CCASH client-side framework is written using the Google Web

Toolkit (see Section 2.5.1), and we recommend that CCASH developers extending that framework

or implementing new annotation tasks (see Section 2.6) do the same. While annotating, the web

client’s principle responsibility consists of requesting instances from the web server, displaying

them to the user, and collecting annotations. The client then sends those annotations back to the

web server.

The web server is in charge of facilitating client interactions with other components such as

instance providers and the database. It passes on client requests for new instances to the appropriate

instance provider and notifies the same instance provider when annotations are completed, giving

the instance provider a chance to update its models given this new information.

The CCASH framework uses a combination of client-side interfaces and server-side storage

to provide out-of-the-box user account management and project management. It also maintains

a database containing information about each annotation (see Section 2.4.5), allowing access to

project statistics.

2.4.4 Widget Libraries

In order to make new tasks as easy as possible to implement and customize, we implement default

tasks by creating and assembling re-usable GWT widgets. For example, the English POS task in
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Figure 2.2 is a combination of a sequential annotation widget (allowing navigation over a sequence

of instances), an instance annotation widget (highlighting the current instance in a box) and an

English POS instance annotation widget which makes use of an auto-completion widget populated

with the Penn Treebank tag set. The auto-completion widget allows users to type in any part of the

tag or description, narrowing down selection options to entries that match any part of the selection.

Figure 2.2: English POS Task in CCASH

BecauseCCASH is intended to be used for research aswell as large-scale annotation projects,

the framework includes widgets useful for building user studies. These currently include widgets

for instructions, surveys, and tutorial annotations with feedback.
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In addition to the widgets offered by CCASH, many widgets come standard with GWT,

and other third party GWT widget libraries are freely available. Because GWT can interface with

native JavaScript, even third-party JavaScript libraries can be used with some additional overhead.

2.4.5 Evaluation

Previous work suggests a strong need for measuring the cost of each annotation in terms of time

[21]. This is not, however, the only possible measure of cost. Culotta and McCallum [12], for

example, measure cost in terms of the number of required user actions to fix an annotation in a

given user interface. This is a reasonable surrogate for time, since more interactions generally

mean more time, and it enjoys the benefit of being easy to predict. CCASH provides a flexible

mechanism for measuring cost by collecting events fired by the web client into a simple sequence

analogous to a timeline. Each timeline event has a name and a timestamp, allowing calculation of

cumulative time, number of interactions, and other desired statistics. CCASHby default fires events

when an annotation instance is requested, when it is presented to an annotator, when an annotation

is completed, and when an annotation task is paused or resumed. If more granularity is required,

for example if each user interaction needs to be recorded, CCASH developers implementing new

tasks in CCASH can fire custom events at any point.

This cost information can be used to evaluate cost-reduction strategies post hoc. But it can

also be used by an annotation method that learns from annotation costs. Haertel et al. [22] and

Settles et al. [42] have both proposed methods of incorporating cost models into the AL process,

helping to offset traditional AL’s bias towards long, costly instances.

2.5 Core Technologies

CCASHmakes use of several supporting technologies. This section briefly describes what they are

and how they are used.
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2.5.1 Google Web Toolkit (GWT)

CCASH’s web client component is implemented with the Google Web Toolkit (GWT). GWT al-

lows developers to build user interfaces in Java using familiar Swing-like widgets. GWT provides

a cross-compiler that compiles Java code into optimized JavaScript which communicates with a

Java web server using remote procedure calls. GWT packages this entire bundle—JavaScript for

the client and Java code for the server—into a Web Archive (WAR) which can be hosted on any

compatible Java web server like Apache’s Tomcat or Red Hat’s jBoss.

We chose to use GWT to implement the web client portion of CCASH for several reasons.

Most importantly, GWT helps user interface developers abstract away from the browser-specific

idiosyncrasies that can make web programming difficult for newcomers. CCASH is designed with

the assumption that future researchers who create new tasks for CCASH will likely be familiar

with Java programming and at least one of the two major interface design paradigms that GWT

supports: assembling Swing-like graphical components programmatically, or else defining XML

interfaces bound to Java objects (similar to more traditional web-page design). GWT code compiles

to JavaScript that is compatible withmostmajormodernweb browsers including IE, Firefox, Safari,

and Opera. GWT also provides several mechanisms for creating localizable web applications. This

helps CCASH support Unicode and right-to-left languages as well as locale-specific text and styles.

Also, GWT facilitates using the browser history buttons to navigate through locations within a web

application by encoding some application state in a history token embedded in the browser’s address

bar.

2.5.2 Hibernate

The Java Persistence API is a robust and standard way to manage permanent data storage in Java.

We chose to use Hibernate to implement this API and to interface with the database layer of

CCASH. This means that if developers find that they need to persist their own custom data ob-

jects, they can do so by simply annotating their data object classes in compliance with the Java
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Persistence API. It also means that framework users are free to use any of the many database im-

plementations that are supported by Hibernate.

Using the Java Persistence API makes it easy to place the database either on the same ma-

chine that is running the web server or on any other machine that is network-accessible. Note that

storing annotations in a database makes them efficiently accessible without precluding the possi-

bility of exporting them to other formats such as XML.

2.5.3 XML-RPC

XML-RPC is a simple protocol for making remote procedure calls over the network. Because of

the simplicity of the protocol, implementations exist in many programming languages including C,

C++, C#, Java, Python, Ruby, Lisp, and many more. This makes it easy for the instance provider

to be implemented in almost any language in order to reuse existing algorithms implementations

or libraries for automatic annotation and AL.

2.6 Defining Custom Tasks

The process of adding a new annotation task to CCASH consists principally of creating a client-side

user interface for the task and then connecting it to an appropriate instance provider. The following

subsections describe this process in more detail.

2.6.1 Building a Client-side User Interface

In the CCASH framework we have implemented an English part-of-speech (POS) annotation task

(Figure 2.2) and a named entity recognition (NER) annotation task (Figure 2.3). In both of these

tasks, the user is presented with an interface that gives context at the top of the page and a more

focused inspector that we call the “lens” below. When implementing a new task in the web client,

developers may either take advantage of this pre-existing layout or else build their own layout.

To build custom client-side interfaces, developers extend a helper class that takes care of

bookkeeping such as firing standard timeline events (see Section 2.4.5). They then create and
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Figure 2.3: Named Entity Recognition (NER) Task in CCASH

assemble the widgets necessary to implement their task. As mentioned before, third party widget

libraries are available for GWT. CCASH also provides widgets for handling common high-level

tasks such as navigating within a sequence of instances and highlighting the instance currently in

focus. If no helper widgets fit a given task, a developer is free to implement that task from scratch.

Finally, a task designer who is interested in task-specific timing information will want throw

custom timeline events in the web client at the appropriate times.

2.6.2 Building an Instance Provider

Creating an instance provider consists of implementing an XML-RPC interface whose most impor-

tant method allows clients to get the next instance for a particular annotator. As explained in Section

2.5.3, instance providers need not be implemented in Java. However, if a new instance provider is

implemented in Java, it can make use of convenience methods for filtering timing events, serial-

ization, and XML-RPC implementation.
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CCASH includes Java helper classes with generic instance and annotation types that may be

used to implement instance providers with a variety of data types. These helper classes currently

support only trivial instance orderings (sequential and random), but we hope to soon provide a

complete AL and pre-labeling framework.

2.7 Case Study

One of CCASH’s principle objectives is to facilitate exploratory studies and comparisons of differ-

ent annotation methods. CCASH has been used for that purpose in a recent user study conducted by

Carmen et al. [6]. In this study CCASH was used to record the times of a group of thirty-three lin-

guistic graduate students as they annotated Penn Treebank sentences with English POS tags. They

were given additional help in the form of suggestions from a POS tag dictionaries, which consist

of simple mappings from each word type to tags that were previously applied to that type. The

coverage level of such dictionaries was shown to have an impact on annotation time and accuracy.

Carmen et al. had some non-trivial constraints on study organization. The study presented

each participant with a common set of 18 sentences in the same order with one of six different POS

tag dictionary coverage levels. Additionally, the study ensured that each user encountered each

coverage level exactly three times, and also that each coverage level was applied to a sentence of

significantly different length.

These constraints affected both the order in which sentences were provided to different users

and the quality of suggestions offered to the participants. Because of this, we feel that this study

provides some evidence for CCASH’s ability to handle diverse annotation methods in practice.

Additionally, after setting up CCASH for the study, very little effort was required to run

it to completion. Subjects worked from a variety of locations using a variety of web browsers.

Administrators were able to monitor the progress of the study from the administrator interface,

downloading and reviewing statistics periodically. When one user encountered a minor bug, it

was fixed without requiring the participants to reinstall or update any software. Also, data and
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annotations were collected centrally, eliminating any need to distribute data or collect resulting

annotation or timing information.

2.8 Conclusions and Future Work

CCASH is a web application framework designed to give researchers and corpora builders a com-

mon platform for developing cost-efficient annotation methods and for applying them in annotation

projects. CCASH currently shows promise inmeeting these goals by supporting two common tasks:

POS tagging and NER labeling. It has also been successfully used as a platform for a user study

evaluating the effectiveness of using POS tag dictionaries to speed up English POS tagging.

We aremaking the entire CCASHproject public on SourceForge.net (http://sourceforge.

net/projects/ccash). As we improve the process of extending CCASH with new annotation

tasks, we hope that the language resources community will begin to contribute their own annota-

tion tasks, share useful widgets, and collaborate on the framework. At the same time we plan to

release a Java framework for AL and automatic annotation.

Additionally we plan to extend CCASH to implement the OpenID protocol (http://www.

openid.net) so that users can log in with anyOpenID provider, avoiding the annoyance of creating

a dedicated CCASH account.

Finally, we are currently implementing a Syriac morphological annotation task in CCASH.

Because Syriac is a low-resource language and Syriac morphological annotation is a non-trivial

task, expert annotators are expensive. It will be important to quickly determine which annotation

methods are most cost-effective, and CCASH will be a good means to accomplish this. This Syriac

annotation task will involve a number of annotators dispersed around the world. We are interested

in experimenting with different cost-conscious methods for coordinating the efforts of multiple

annotators and in building successful approaches into the CCASH framework.
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Abstract

Manual annotation of large textual corpora can be cost-prohibitive, especially for rare and under-

resourced languages. One potential solution is pre-annotation: asking human annotators to correct

sentences that have already been annotated, usually by a machine. Another potential solution is

correction propagation: using annotator corrections to dynamically improve to the remaining pre-

annotations within the current sentence. The research presented in this paper employs a controlled

user study to discover under what conditions these two machine-assisted annotation techniques
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are effective in increasing annotator speed and accuracy and thereby reducing the cost for the task

of morphologically annotating texts written in classical Syriac. A preliminary analysis of the data

indicates that pre-annotations improve annotator accuracy when they are at least 60% accurate, and

annotator speed when they are at least 80% accurate. This research constitutes the first systematic

evaluation of pre-annotation and correction propagation together in a controlled user study.

3.1 Introduction

The current success and widespread use of data-driven techniques for processing human language

make annotated corpora an essential language resource. For instance, many popular natural lan-

guage processing (NLP) algorithms require significant amounts of high quality annotated training

data in order to perform effectively. Also, annotated text can be useful in its own right as a means

of exploring the language and the culture that produced it. For example, one might use syntactic

annotations to study discourse patterns, or topical annotations to track the movement of important

ideas through time and space.

Scholars at the Center for the Preservation of Ancient Religious Texts (CPART) of the Neal

A. Maxwell Institute for Religious Scholarship at BYU and at the Oriental Institute at the Univer-

sity of Oxford are jointly working on a project called the Syriac Electronic Corpus, with the goal

of creating a comprehensive, labeled corpus of classical Syriac. Classical Syriac (‘kthobonoyo’)

is an under-resourced Semitic language of the Christian Near East and a dialect of Aramaic. It

was largely replaced by Arabic as a spoken language by the end of the ninth century, and is now

primarily a liturgical language. Many prolific authors wrote in Syriac. The goal of the Syriac Elec-

tronic Corpus project is to annotate all of these texts with morphological information to facilitate

systematic study of Syriac by historians, linguists, and language learners.

ܢ ̣ܽ ̇ ܰ ̇ ܰ
token stem citation form root

Figure 3.1: The Syriac word token LMaLK’K,uON “to your king” and its related forms
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Morphological analysis of Syriac involves segmenting a word into its constituent mor-

phemes and labeling each according to its grammatical form(s). For our purposes, a word token

consists of a prefix, a suffix, and a stem, which we define as the remaining text. The dictionary

citation form (or baseform) and, where applicable, the root are identified from the stem (Figure

3.1).

In contrast to English, where searching for a few forms of a word is often sufficient for

discovering patterns reflecting the word’s usage and meaning, in Semitic languages search and

discovery are not so straightforward. If we could search Syriac texts on citation forms or even

on roots, we could search for and discover patterns as easily as in English; however, Syriac roots

are altered by extensive inflectional and derivational morphological processes such that numerous

surface forms correspond to any given root. As a result, searching Syriac text is ineffective since

one must either limit one’s query to a single inflected surface form or use heuristics to expand the

query, buying higher recall at the price of lower precision.

Amorphologically annotated digital corpus of a lesser studied language lends itself to search

and therefore to careful study in a way that formerly only experts could attempt based on long years

of familiarity. Such annotated corpora enable scholars to study and discover the contributions of

and trends in historical documents. One outstanding example of such a corpus is the Dead Sea

Scrolls Electronic Library, assembled by CPART scholars [46]. The Syriac Corpus will be an

artifact of similar value to linguists, Syriac students, and scholars of Syriac, the Near East, and

Eastern Christianity.

Unfortunately, creating annotated corpora can be extremely time-consuming. The Way In-

ternational Foundation, a Biblical research, teaching, and fellowship ministry, spent 15 years la-

beling the Syriac New Testament with morphological annotations [25]. The Syriac New Testament

consists of approximately 100,000 words. Similarly, two Syriac scholars we worked with during

the course of this research informally report taking two years to label about one fourth of the Old

Testament. By contrast, the Syriac Corpus will encompass over 10,000,000 words. To achieve this

goal in a timely manner it will be necessary to increase the speed of annotation.
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Pre-annotation, also known as pre-labeling, has the potential to reduce annotation cost by

using NLP algorithms to automatically annotate each instance (i.e. sentence) before it is presented

to an expert annotator. Expert annotators then need only review and correct the proposed annota-

tions, which can potentially be done much more quickly than annotating from scratch.

Kristjansson et al. [27] describe an enhancement to pre-annotation for multi-part annotation

tasks which they call correction propagation. Correction propagation consists of triggering a pre-

annotation update whenever an annotator corrects a pre-annotation. The idea is that the machine

annotator can use the correction to improve its guesses regarding other decisions to be made for the

item currently being annotated (e.g. sentence). Kristjannson et al. give the example of identifying

contact information in free text. In this case, correcting a pre-annotated given name might allow

the automatic annotator to correctly identify a corresponding surname and address. To be clear,

correction propagation does not involve retraining a model using the new data. Rather, it involves

making a multi-part prediction in a hypothesis space that is constrained by a partial annotation.

Both pre-annotation and correction propagation require a model capable of supplying au-

tomatic annotations, and correction propagation additionally requires the ability to constrain and

update automatic annotations. However, as noted earlier, many NLP algorithms for building such a

model require previously annotated training data. For tasks and languages without already existing

resources, one must therefore begin the annotation process with low quality pre-annotations and pe-

riodically retrain the pre-annotator as more data is labeled. Although pre-annotation and correction

propagation attempt to increase annotator efficiency, it is conceivable that inaccurate predictions

could reduce annotator speed or accuracy. Because of this, before building annotated corpora in

domains with little labeled data, it is desirable to have a sense of how accurate a model must be in

order to make pre-annotation and correction propagation helpful instead of harmful. This research

constitutes the first systematic evaluation of pre-annotation and correction propagation together in

a controlled user study.
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3.2 Related Work

In order to generate pre-annotations and correction propagation updates for Syriac morphological

analysis, we use Syromorph, a probabilistic morphological analyzer for Syriac described by Mc-

Clanahan et al. [30]. Syromorph is an n-best pipeline of classification and transduction tasks. Each

task in the pipeline proposes hypotheses based on the data and the results of all previous tasks.

Solutions are chosen by running a beam search over all the hypotheses in the pipeline,

allowing decisions to be made in a global context without incurring the cost of full joint infer-

ence. Syromorph first segments each word into its parts: prefix, stem, and suffix. Syromorph

then predicts a baseform, or dictionary citation form, for the stem. Finally, Syromorph predicts the

grammatical attributes of the stem and suffix. 1

Pre-annotation has been evaluated on a variety of tasks. Marcus et al. [29] evaluated pre-

annotation using an interface embedded in the GNU Emacs Editor to label the Penn Treebank with

English part-of-speech (POS) tags. They manually timed four annotators and reported that pre-

annotation more than doubled annotation speed and also increased accuracy and inter-annotator

agreement. Chiou et al. [9] timed two annotators using an unspecied tool and reported a 70%

increase in annotation speed using pre-annotation on aChinese Treebank annotation task. Baldridge

and Osborne [1] present several choices rather than the single best for a parsing task and report a

74% reduction in cost. Similarly, Ganchev et al. [18] present a set of candidate pre-annotations to

annotators doing named entity recognition. They manually recorded the time of a single annotator

and reported a more than 50% increase in speed. Brants and Plaehn [5] applied pre-annotation to

parse tree labeling. In order to make pre-annotation effective for parse tree labeling, they found they

had to alter their pre-annotation approach by creating an interactive parse tree where annotators

accept or reject suggestions starting at the parse tree’s leaves and working their way to the root.

These results are encouraging, but it is unclear which, if any, of the previous pre-annotation results
1In accordance with the current needs of the Syriac Corpus project, the original Syromorph (v1.0) has beenmodified

slightly so that it no longer predicts a root form (current version is 2.1). The reason for this change is that the ultimate
goal of the project is to link each token to a baseform dictionary entry, and the root form comes for free with this
linkage.
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apply to Syriac morphological analysis or to other linguistic annotation tasks. For one thing, pre-

annotation had to be adapted before it was effective for some of the tasks. Most importantly, all

previous work evaluates only the best available quality pre-annotations.

Correction propagation has been evaluated on far fewer tasks than pre-annotation. As has

already been noted, Kristjansson et al. [27] applied correction propagation to the task of infor-

mation extraction, interactively assisting users to fill in database fields. They evaluated the per-

formance of correction propagation in simulation and showed that automatic annotator accuracy

significantly increased after even a single correction. They also showed that correction propagation

significantly reduced the expected number of user interactions with a hypothetical graphical user

interface. These results are promising; however, because of the differences between information

extraction and Syriac morphological analysis, it is unclear how helpful correction propagation will

be for Syriac morphological analysis.

3.3 Methodology

This section describes the conditions under which the data was collected; a preliminary analysis of

the data is described in Section 3.4.

This section will proceed as follows: sub-section 3.3.1 gives an overview of the user study

layout; 3.3.2 describes the training and evaluation of the automatic annotation models used in the

study; 3.3.3 shows via simulation that correction propagation has the potential to increase effective

pre-annotation accuracy; 3.3.4 explains our method of assigning experimental conditions to partic-

ipants; 3.3.5 describes the user study participants; 3.3.6 describes the framework used to conduct

the study and the study’s graphical user interface.

3.3.1 User Study Overview

We designed a web-mediated user study using CCASH,2 an open source web application frame-

work for linguistic annotation tasks [15]. In the study, annotators took a survey, received a brief
2http://ccash.sourceforge.net
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training, and then worked through four practice sentences. After each practice sentence, partici-

pants received feedback on how their annotations differed from the annotation guidelines they were

given. They were required to achieve a high level of accuracy on the final practice sentence before

proceeding. Finally, participants annotated 30 sentences under a sequence of randomly assigned

experimental conditions, explained in Section 3.3.4. For each word in the study, CCASH recorded

the time each annotator took to spent as well as the number of correct and incorrect decisions they

made.

The choice to have all participants annotate the same 30 sentences does not limit our ability

to collect large amounts of data and identify statistical trends associated with different annotation

conditions. It does limit the applicability of our results to new data; however, that is a problem

inherent in any focused study.

A gold standard annotation was constructed by two expert Syriac linguists who completed

the study, then discussed and resolved all disagreements in their annotations. It should be noted

that annotated Syriac text already exists: The Syriac Peshitta New Testament has been labeled

with morphological information [25]. However, reference copies of this data have been published

which could bias the results of our study. Accordingly, the 30 sentences for the study were selected

uniformly at random from The Acts of Judas Thomas, an apocryphal text that is similar, but not

identical, to the New Testament [48].

When constructing a gold standard, it is important to acknowledge that there are some dif-

ficult cases that even experts have difficulty agreeing on [3]. However, the disagreements between

our experts indicated that only around 20 of the 1289 decisions in the user study were difficult.

This rate is low enough that it should not greatly affect our results.

3.3.2 Model Training and Metrics

We trained Syromorph models on various random subsets of the Syriac New Testament data as-

sembled by Kiraz [25] and augmented with suffix data by McClanahan et al. [30], consisting of

approximately 100,000 labeled tokens. We calculated model accuracy against the 30 Judas Thomas
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sentences in the study’s gold standard. This slight mismatch between model training and test data

caused model accuracy to suffer. Thus our most accurate model, trained on all of the New Testa-

ment data, achieved an accuracy of only slightly above 90%. In order to obtain models with given

target accuracies, we trained Syromorph on random subsets of the training data until a model was

found which achieved the desired accuracy ±0.01% measured against the gold standard.

In a multi-part annotation task like Syriac morphological analysis, accuracy can be calcu-

lated on the sentence level, the word level, or the decision level. These accuracy metrics are highly

correlated, but not identical. Furthermore, since decisions can be partitioned into classes according

to their sub-task, it is possible to calculate decision- level accuracy either as a macro-average or as a

micro-average across decision types. Amacro-average is computed by first averaging the decisions

for a sub-task, then averaging the resulting averages. A micro-average is computed by averaging

the decisions for all sub-tasks at once. Decision-level accuracy using a micro-average is an ap-

propriate accuracy metric since it is computed over the exact set of choices that an annotator must

make while annotating. All accuracies mentioned in this paper are decision-level micro-averages

calculated against the 30 sentence gold standard set.

3.3.3 Simulated Correction Propagation

Before conducting a user study to test whether correction propagation reduces annotation effort in

a scenario involving real users, we ran simulations to verify that correction propagation has the

potential to increase effective pre-annotation accuracy.

In the first series of simulations, referred to in Figure 3.2 as “Without Correction Propaga-

tion,” Syromorph models trained on increasing amounts of data were queried for labels a sentence

at a time. In the second series of simulations, referred to in the figure as “With Correction Prop-

agation,” the same models were queried for labels a decision at a time, constrained by a correct

partial labeling of all previous decisions in the sentence. This measures the accuracy of the pre-

annotations an infallible annotator would encounter working sequentially through the decisions of

33



www.manaraa.com

Figure 3.2: Syromorph’s accuracy with and without correction propagation.

each sentence, where the model was allowed to update the sentence’s pre-annotations after each

decision.

Figure 3.2 shows that correction propagation allows models at all quality levels to improve

the accuracy of their decisions by a modest amount. These simulations indicate that correction

propagation has the potential to increase pre-annotation accuracy in practice. This increased pre-

annotation accuracy could also conceivably increase annotator speed, since a more accurate pre-

annotation will usually be easier to correct.

3.3.4 Experimental Conditions

Pre-annotations were supplied to annotators at the following accuracy levels: none, 25%, 35%,

45%, 55%, 65%, 75%, 90%, and 100%. In the none case, no pre-annotations were given. In the

100% case, gold standard annotations were given. In all intermediate cases, Syromorph models

trained to the indicated accuracy provided pre-annotations. The accuracy levels between 25% and
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Prt1 Prt2 Prt3 Prt4 ... Prt16
St1 0 25 25+CP 36 ... 100
St2 25 25+CP 36 36+CP ... 0
St3 25+CP 36 36+CP 47 ... 25
... ... ... ... ... ... ...
St16 100 0 25 25+CP ... 90+CP

Figure 3.3: Experimental condition assignment scheme.

90% inclusive were chosen to span the range of accuracies achievable by Syromorph trained on the

Peshitta New Testament.

Additionally, participants annotated sentences both with and without the assistance of cor-

rection propagation. Note that correction propagation requires a model; consequently it cannot be

applied to the none or 100% cases. In all, there are

|{none, 100}|+ |{25, 36, 47, 58, 68, 79, 90} × {+CP,−CP}|

or 16 parameter combinations to test. We refer to each parameter combination as an experimental

condition.

It is convenient to assign experimental conditions to participants and sentences using the

matrix in Figure 3.3 where Prt1 is the first participant to take the study, St1 is the first sentence in

the study, and cell values indicate a pre-annotation quality (25-100) and the optional presence of

correction propagation (+C).

This matrix can be duplicated indefinitely to the right and the bottom. That is, Annotator 17

can be assigned to the same column as Annotator 1, and Sentence 17 can be assigned to the same

row as Sentence 1. This parameter assignment scheme has some nice properties. It guarantees that

each annotator encounter each experimental condition roughly the same number of times. It also

ensures that each sentence will be encountered under each condition roughly the same number of

times. However, this parameter assignment scheme has an important flaw: annotators encounter

sentences of steadily increasing quality. Such an apparent trend may affect the way that annotators
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interact with the pre-annotations. This problem is resolved without sacrificing the nice properties

of the assignment matrix by first permuting the rows of the matrix and afterwards the columns.

Annotators thus encountered the study’s sentences in a fixed order and under every experimental

condition, but without an easily discernible pattern.

It may be expected that annotators will begin to annotate slowly then move more quickly as

they grow used to the task; this could potentially have a confounding effect on our timing data. We

dealt with this learning effect in two ways. First, the training and practice at the beginning of the

study allowed participants to become accustomed to the task and interface. Second, the parameter

assignment scheme ensured that the sentences annotated under a given experimental condition in-

clude approximately equal numbers of sentences annotated early and late in the annotation process.

3.3.5 User Study Participants

Nine Syriac experts, invited by colleagues associated with CPART and the Oriental Institute at

the University of Oxford, successfully completed the study. Their answers to the survey at the

beginning of the study indicated that all participants consider themselves reasonably proficient in

Syriac and comfortable using of computers.

3.3.6 Graphical User Interface

The graphical user interface used to conduct Syriacmorphological analysis, implemented in CCASH,

is an important part of this study since it affects annotation speed and also the applicability of this

study to other tasks. Some time was spent refining the interface with Syriac experts to make sure

it is reasonably efficient.

Annotators work through a sentence at a time. The sentence being annotated, along with

some text preceding and following, is shown on the left side of the screen (see Figure 3.4A). An-

notators navigate from one word to another in the sentence either by using clicking on the desired

word, or by holding down control on the keyboard and navigating with the arrow keys. Within

each word, annotators begin by segmenting prefixes and suffixes using either mouse clicks or a
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Figure 3.4: The graphical user interface for Syriac morphological analysis used in the study.

keyboard shortcut in Figure 3.4B. Then a grammatical category is chosen in Figure 3.4C (in the

example, NOUN), after which a set of stem and suffix tags appear in Figure 3.4D that are appli-

cable for the chosen segmentation and grammatical category. Annotators set tag values either by

clicking on them with a mouse and selecting a value from the resulting drop-down list, or else by

typing them using a keyboard. For annotators who choose to type, the text is autocompleted for

them based on the values that are applicable to that field. Finally, annotators may input Syriac text

either by using their mouse to click keys on a virtual keyboard, or by using their keyboard directly

in Figure 3.4E.

Once an annotator changes a field value, that field’s background changes color. When

correction propagation is active, each time the annotator changes a field, the model is queried for a

new prediction constrained by all of the decisions that the annotator has made so far in the sentence.
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In the scope of the word currently being annotated, if the new pre-annotation differs from the old

preannotation, the new value is displayed as a hyperlink to the right of its target field as shown in

Figure 3.4F. For all other words in the sentence, pre-annotation values are simply updated in place.

As annotators proceed, CCASH records detailed information about each word including

accuracy, the time each element spent in focus, mouse clicks, and the number of keystrokes. To

ensure that timing information is accurate, participants are instructed to press the pause button on

the bottom left of Figure 3.4 whenever they take a break. Whenever the task is paused, the screen

is also obscured.

3.4 Preliminary Analysis

Annotations produced under the same experimental conditions are treated as samples and used to

test the various hypotheses of the experiment. In this section, we describe the data and its analysis

in more detail.

3.4.1 The Data

Although participants labeled a sentence at a time, it is problematic to do time analysis on the

sentence level because the length of each sentence clearly affects its cost, making annotation time

difficult to compare across sentences. Controlling sentence length could alleviate this problem, but

introduces a new problem since the length-controlled sentences are not representative of the data

as a whole. We avoid these difficulties by doing analysis on the word level.

To estimate word annotation times, we record the time that each word was in focus in the

GUI. This time is not a perfect stand-in for the time an annotator spent actually working on each

word, since it is possible for an annotator to consider a word that is not actually selected. Also, the

first word of each sentence will naturally tend to be selected longer than other words in the sentence

as an annotator orients herself by reading the sentence and context. However, given sufficient data,

these times should be an acceptable approximation for the true time spent annotating each word.
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(a) Accuracy per word (b) Time per word

Figure 3.5: Box plots representing the data collected so far at each level of pre-annotation. Data
generated using correction propagatation are not included here.

We compute word annotation accuracies by calculating the accuracy of the decisions appli-

cable to the word, as explained in Section 3.3.2.

The study’s 9 participants each annotated 30 sentences, or 152 words, resulting in 1,368

word-level data points both for annotation time and accuracy. Since there are 16 experimental con-

ditions, each condition has roughly 85 data points. Figure 3.5 uses standard box plots to summarize

the data collected under each pre-annotation condition. Corresponding plots for correction propa-

gation are not shown due to space constraints. Notice that for each condition there is considerable

variance in both the accuracy of words annotated (3.5a) and the time required to annotate each word

(3.5b).

3.4.2 Hypothesis Tests

Our goal is to use data gathered in the study to determine when pre-annotation and correction

propagation improve accuracy and increase speed. A simple way of doing this is by comparing
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the means of various groups of data and testing whether they are significantly different using null

hypotheses. We pose three pairs of null hypotheses.

The first pair of null hypotheses is that annotator speed and accuracy are not significantly

different for words annotated with and without pre-annotations. Testing these hypotheses at each

of the eight pre-annotation accuracy levels indicates when the pre-annotation ought to be used.

The second pair of null hypotheses is that annotator speed and accuracy are not significantly

different for words annotated without assistance and those annotated with the combination of pre-

annotation and correction propagation. Testing this hypothesis at each pre-annotation accuracy

level indicates when combined pre-annotation and correction propagation ought to be used.

The third pair of null hypotheses attempts to tease apart the effects of correction propagation

and pre- annotation: assuming pre-annotations are being used, annotator speed and accuracy are

not significantly different for words annotated with and without correction propagation. Testing

this hypothesis at each pre-annotation accuracy level indicates when correction propagation ought

to be used above and beyond pre-annotation.

Each null hypothesis is tested using both a standard two-sided Student’s t-test as well as a

permutation test [31]. The Student’s t-test is used since it is widely understood and used. A two-

sided t-test is appropriate since there is the possibility that accuracy and annotation time will either

increase or decrease. The permutation test is used since it does not rely on assumptions about any

underlying distribution. Note that with 48 null hypotheses being tested, we expect a few spurious

rejections. This can be seen by recalling that if we draw two sets of data from the same process, we

expect a standard t-test with a p-value threshold of 0.05 to incorrectly reject the null hypothesis one

time in twenty. However, if pre-annotation and correction propagation do indeed improve annotator

time or accuracy, there should be clear trends in the rejections.

3.4.3 Results

Table 3.1 shows the difference between the mean annotator accuracies (a) and times (b) of words

annotated under the control condition and of words annotated under the test condition at various
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(a) Change in Mean Word Accuracy
Control Test Pre-annotation model quality (versus gold standard)
Condition Condition 25% 36% 47% 58% 68% 79% 90% 100%
“none” PA +2.6 +0.3 +2.5 +5.4 +4.8 +4.6 +5.8 +7.8
“none” PA+CP +3.1 +2.8 +1.9 +1.9 +3.8 +4.7 +5.4 NA
PA PA+CP +0.5 +2.5 -0.6 -3.5 -1.0 +0.1 -0.4 NA

(b) Change in Mean Word Time (sec)
Control Test Pre-annotation model quality (versus gold standard)
Condition Condition 25% 36% 47% 58% 68% 79% 90% 100%
“none” PA +5.4 -9.9 +11.1 +15.4 -7.1 -20.0 -10.4 -27.6
“none” PA+CP -7.0 +5.0 +3.1 -8.0 -11.2 -3.9 -2.9 NA
PA PA+CP -12.5 +14.9 -8.0 -23.4 -4.1 +16.1 -7.5 NA

Table 3.1: The difference in the mean accuracy (a) and time (b) of words annotated under two
experimental conditions: pre-annotation (PA) and correction propagation (CP). Statistical signifi-
cance at or below the 0.05 level is indicated by underlining for the two-sided t-test and bolding for
the permutation test.

levels of pre-annotation quality. Increases in accuracy are good and decreases in time are good.

Removing outliers has little effect on the outcomes, so we leave them in for all analyses.

In the first row of Table 3.1a, which compares the accuracy of words annotated without pre-

annotations to those annotated with pre-annotations, there is a clear block of significant results.

It appears that pre-annotations generated by models of quality 60% or higher increase average

annotator accuracy by 5-7%, and that increase is usually greater than can be explained by the natural

variance of the data. This is an encouraging result for those contemplating using pre-annotation

on similar tasks. Although 60% appears relatively high in the range of model accuracies that we

have presented, it is actually quite low for a reasonable predictive model. That is, 60% accurate

models can be attained with relatively little data for most tasks (in our case roughly 50 annotated

sentences), resulting in a low barrier to entry for those wishing to employ pre-annotation on similar

tasks.

The second row in Table 3.1a shows a similar positive trend for the combination of pre-

annotation and correction propagation, but with weaker significance. It is unclear whether this

trend is explained entirely by the presence of pre-annotation, or whether correction propagation is
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playing a role in helping or hurting accuracy. The third row of Table 3.1a shows mixed signs with

no statistical significance, preventing us from drawing any strong conclusions about the effect of

correction propagation above and beyond that of pre-annotation.

The first row in Table 3.1b shows the difference in the mean time required to label words

with and without pre-annotations. Pre-annotations generated bymodels of quality 80% or better de-

crease average word annotation time by around 10-20 seconds, and that decrease is usually greater

than can be explained by the variance in the data, although this trend is still noisy in our current

data. Since most words take between 10 and 70 seconds to annotate (see Figure 3.1b), 10-20 sec-

onds is an appreciable improvement. Pending additional evidence to strengthen the outcome, it is

reasonably clear that moderately good pre-annotation reduce the time required for annotation.

One natural way to attempt to anticipate the effect of additional data is to group data points

from similar annotation conditions. In Table 3.2 we do this and test our null hypotheses again. It is

worth noting that the results in Table 3.2 are less applicable to most real world annotation situations

than Table 3.1, since they involve comparing the times and accuracies of words annotated with no

pre-annotations (the none case) with the times and accuracies of words annotated with a mixture

of two different models. However, since the models being mixed are those of similar quality, these

results should give us an idea of what our data will look like if present trends continue.

The trends that we noted in Table 3.1 are slightly clearer in Table 3.2: both pre-annotation

and the combination of pre-annotation and correction propagation reduce annotation time and in-

crease annotation accuracy using low-to-medium quality pre-annotation models. Again, the indi-

vidual contribution of correction propagation is unclear, although there is some indication in the

third row of Table 3.2b that it may negatively impact annotation speed. It seems safe to say that

whether it hurts or helps, the effects of correction propagation on annotator speed and accuracy are

dwarfed by the effects of pre-annotation.

Because machine learners improve as additional annotations become available, annotators

in large projects will often have access to high quality machine assistance, making the effects of

high quality assistance of particular interest. Accordingly we asked each participant in the study to
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(a) Change in Mean Word Accuracy
Control Test Pre-annotation model quality (versus gold standard)
Condition Condition 25 & 36 36 & 47 47 & 58 58 & 68 68 & 79 79 & 90 90 & 100
“none” PL +1.5 +1.4 +4.1 +5.1 +4.7 +5.2 +6.8
“none” PL+CP +3.0 +2.3 +1.9 +2.9 +4.2 +5.1 +5.4
PL PL+CP +1.4 +0.9 -2.3 -2.3 -0.5 -0.2 -1.5

(b) Change in Mean Word Time (sec)
Control Test Pre-annotation model quality (versus gold standard)
Condition Condition 25 & 36 36 & 47 47 & 58 58 & 68 68 & 79 79 & 90 90 & 100
“none” PL -1.8 +0.8 +13.6 +4.9 -12.9 -14.9 -19.2
“none” PL+CP -1.1 +4.1 -2.5 -9.6 -7.9 -3.4 -2.9
PL PL+CP +0.7 +3.3 -16.1 -14.5 +5.0 +11.6 +16.3

Table 3.2: Identical to Table 3.1 after grouping observations more coarsely in order to account for
current data scarcity.

annotate two additional randomly selected sentences using what we anticipated would be the most

effective experimental condition: 90+C. This yielded an additional 122 word level data points.

Adding this new data to Table 3.1 left the mean accuracy difference between none and 90+C un-

changed, but changed the mean time difference from -2.9 to -19.0 seconds, and that difference was

highly statistically significant. It is likely that additional data would similarly strengthen our other

results.

3.5 Conclusions and Future Work

We have presented a systematic evaluation of pre-annotation and correction propagation together

in a controlled user study, providing a detailed data point for those wishing to apply these tech-

niques to similar domains. Preliminary analysis indicates that for our experimental setup, even

low quality pre-annotations are effective in increasing average annotator accuracy (i.e. agreement

with a gold standard) by 5-7%. Our results also indicate that pre-annotations of moderate quality

reduce average annotation time by 10-20 seconds per word. Correction propagation’s contribution

to annotator speed and accuracy is unclear.
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This preliminary analysis will inform continuing work on the creation of the Syriac Elec-

tronic Corpus, described in Section 3.1. As a part of this, we plan to conduct additional analyses

of the study’s timing data to identify ways of improving the efficiency of user interactions in our

GUI. Additionally, we plan to use the timing data collected during the course of the study to model

the cost of Syriac morphological annotation so that cost-conscious active learning may be used

to reduce the cost of learning high quality pre-annotation models [22]. Although active learning

shows theoretical promise, there is still a large need for evidence that it can reduce cost in a practical

setting.
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Chapter 4

Improving Annotation Efficiency in Under-Resourced Languages using Bayesian Data

Analysis

Author List

Paul Felt, Eric Ringger, Kevin Seppi, Kristian Heal, Robbie Haertel, Deryle Lonsdale

Submission Venue

This paper has been submitted to the 2012 Conference on Empirical Methods in Natural Language

Processing (EMNLP). It has been de-anonymized for inclusion in this thesis.

MS Thesis Context

This paper fits into the larger thesis by continuing the analysis of the timing data gathered in Chapter

3, gaining more clarity about the effects of correction propagation, and distilling some additional

insights from the data. This paper provides guidance to practitioners wishing to improve the effi-

ciency of their annotation process by gaining insights from limited amounts of user interaction data.

In this way it contributes to the larger thesis’s goal of improving evaluation methods for machine

assistance techniques.

Abstract

Manual annotation of large textual corpora can be cost-prohibitive, especially for rare and under-

resourced languages. It is therefore critical to make the annotation process as efficient as possible.
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User interaction data can shed light on inefficiencies in the annotation process; however, user inter-

action data can be limited and costly to obtain in under-resourced domains. We advocate a Bayesian

approach to analyzing user interaction data, since it is amenable to multiple rounds of data collec-

tion, and lends itself to jointly inferring many parameters of interest. We validate this position by

conducting a Bayesian analysis of data from a previously reported user study in which participants

annotated Syriac text with morphological analyses. The Bayesian analysis improves on a previous,

simpler analysis by identifying two important inefficiencies in the annotation process.
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4.1 Introduction

Manual annotation of large textual corpora can be cost-prohibitive, especially for rare and under-

resourced languages. Developers of annotated corpora often attempt to improve annotation effi-

ciency by developing intuitive annotation interfaces or by offering annotators some form of auto-

matic assistance. Each decision or variable affecting the annotator work environment can poten-

tially increase or decrease annotator speed and/or accuracy. Understanding these effects is pre-

requisite to improving annotation efficiency and managing the cost of corpus creation. Although

promising decisions may be identified by intuition or using simulations, the best source of infor-

mation about these effects is actual user interaction data: a record of annotator actions and the time

it took to complete each action. Thus, the problem of improving annotation efficiency is highly

dependant on effective user interaction data analysis.

Traditionally, developers of annotated corpora have used simple comparisons of mean time

and accuracy to evaluate important variables affecting the annotation process. That is, they have

monitored the performance of annotators with and without the presence of some variable and after-

wards compared the two groups’ average performance. These analyses are appealing since they are

so simple and intuitive. However, there are some important problems with this approach. For one

thing, data must be collected such that confounding variables are distributed evenly between the

cases being compared. This requirement limits the number of questions that may be answered using

a single data sample. Additionally, if mean comparisons are being backed by statistical hypothesis

tests, ways of legitimately gathering and analyzing the data are further limited (see Section 4.4). In

under-resourced domains where user interaction data is difficult to come by, these considerations

severely limit the number of questions that can be answered by comparing means.

Bayesian data analysis overcomes many of the shortcomings associated with simple mean

comparison analyes, and thus is well suited to solving the larger problem of using modest amounts

of user interaction data to generate insights that lead to improving annotation efficiency. We sup-

port this claim using a concrete example. We have previously reported on a user study in which

we gathered user interaction data, and then used mean value comparisons and hypothesis testing
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to answer the question of when two particular annotation assistance techniques, pre-annotation

and correction propagation, improve the speed and/or accuracy of annotators engaged in Syriac

morphological analysis [16]. However, our results with respect to correction propagation were in-

conclusive, and our ability to answer additional questions using the same methodology was limited

(see Section 4.4). A Bayesian approach allows us to incorporate additional data, jointly estimate

the effects of many variables, and thus explicitly account for confounding effects. Our new re-

sults shed light on the helpfulness of correction propagation, and help to identify two important

inefficiencies in our annotation process.

Because of space considerations, we analyze variable effects only with respect to annotator

time, deferring a similar analysis with respect to annotator accuracy to future work. To the best of

our knowledge, Bayesian data analysis has not previously been applied to the problem of improv-

ing annotation efficiency, possibly for lack of a relevant detailed example. For this reason, this

paper attempts to be transparent in all the details of a Bayesian data analysis, explaining details

that statistical analyses would typically only refer to in passing. We encourage readers to bear in

mind that this detailed analysis serves the larger purpose of facilitating the efforts of future corpora

builders to improve their annotation efficiency by conducting similar analyses of their own user

interaction data.

Section 4.2 describes pre-annotation, correction propagation, and previous work analyzing

their effects. Section 4.3 describes the project motivating this work and the conditions under which

the data were gathered. Section 4.4 analyzes the data using traditional mean comparisons and

hypothesis testing. Section 4.5 analyzes the data using a Bayesian approach. Section 4.6 discusses

our conclusions and outlines future work.

4.2 Related Work

Mean value comparisons have been used too extensively in analyzing user interaction data tomake a

complete listing feasible. Instead, we describe experiments that have used mean value comparisons
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to analyze two variables that are particularly important in our data: pre-annotation and correction

propagation.

Pre-annotation involves asking human annotators to correct sentences that have already

been automatically pre-annotated using a learned model. Pre-annotation has the potential to reduce

annotation time if correcting automatically proposed annotations is easier than annotating from

scratch. Previous work has used mean value comparisons to show that pre-annotation increases the

accuracy and speed of annotators engaged in English Part-of-speech tagging [29], Chinese treebank

annotation [9], parsing [1, 5], and named entity recognition [18].

Correction propagation is a way of potentially improving pre-annotation quality by auto-

matically revising downstream pre-annotations as a human annotatormakes corrections to upstream

pre-annotations [27]. Correction propagation has been shown to reduce themean number of user in-

teractions required to complete an information extraction annotation task in a hypothetical graphical

user interface. This analysis was carried out in simulation rather than using actual user interaction

data.

All previous work of which we are aware analyzes pre-annotation and correction propa-

gation only at state-of-the-art qualities. This is insufficient for under-resourced domains in which

high quality predictive models are not available, since it is conceivable that poor predictions could

be distracting and actually reduce annotation speed.

4.3 The Data

4.3.1 Syriac User Study

In Felt et al. [16], we describe a controlled, web-mediated user study used to collect data about

annotators engaged in Syriac morphological analysis. Only details necessary to understanding the

current analysis are repeated here.

In the user study, participants received training, completed four practice sentences, then

were monitored as they annotated 30 sentences. For each sentence they worked on, annotators

were randomly assigned a different experimental condition (see Section 4.3.3). Nine annotators
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Figure 4.1: The GUI used for Syriac morphological analysis. The sentence being annotated and its
context is shown in A. In B a prefix and suffix are identified. A grammatical category is selected
in C, and then additional tags relevant to the grammatical category are selected in D. In E the
word is linked to a dictionary form. Correction propagation hyperlinks appear to the right of their
corresponding fields (F).

completed the study, each annotating 30 sentences, or 152 words, resulting in a total of 1,368 word-

level data points. The 30 user study sentences were selected from The Acts of Judas Thomas, an

apocryphal text that is similar to the New Testament [48].

Annotators worked in a web application implemented inside of CCASH,1 which automat-

ically collects user interaction data. The graphical annotation interface is shown in Figure 4.1.

Words that are pre-annotated appear to annotators with the fields already filled out. When correc-

tion propagation is active, updated model guesses appear as hyperlinks to the right of their cor-

responding field (Figure 4.1F). Updated model guesses that apply to other words in the sentence

replace previous pre-annotation values without requiring any user interaction.

CCASH reported the amount of time in fractional seconds that each word was in focus. We

use these times to represent the amount of time required to annotate each word. This time is not a
1http://ccash.sourceforge.net
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perfect stand-in for the time an annotator spent actually working on each word. An annotator may

spend time considering aword that is not actually selected. Also, the first word of each sentencewill

naturally tend to be selected longer than other words in the sentence as an annotator orients herself

by reading the sentence and context. However, these times should be an acceptable approximation

of the true time spent annotating each word. Analyses are conducted on a word level rather than a

sentence level so that annotation times may be easily compared without having to choose sentences

of uniform length for the study.

4.3.2 Pre-annotation Models

The model used to generate pre-annotations for this study was Syromorph, a probabilistic data-

driven Syriac morphological analyzer developed by McClanahan et al. [30]. Syromorph models

were trained on random subsets of the morphologically annotated Syriac Peshitta New Testament

compiled by Kiraz [25], and evaluated against a gold standard annotation set constructed from

the 30 user study sentences. The gold standard was constructed by two expert Syriac linguists

who independently labeled each sentence, then discussed and resolved all disagreements in their

labelings. All accuracies mentioned in this paper are calculated against this gold standard.

4.3.3 Experimental Conditions

Pre-annotations were supplied to annotators at the following accuracy levels: {none, 25%, 35%,

45%, 55%, 65%, 75%, 90%, 100%}. In the none case, no pre-annotations were given. In the

100% case, gold standard annotations were used. In all intermediate cases, Syromorph models

trained to the target accuracy provided pre-annotations. Note that correction propagation requires

a supporting pre-annotation model; consequently it cannot be applied to the none or 100% cases. In

all, this design yields |{none, 100}|+|{25, 36, 47, 58, 68, 79, 90}×{+CP,−CP}| or 16 parameter

combinations to test. We refer to each combination as an experimental condition. Annotators

were assigned to experimental conditions in such a way that they encountered each experimental

condition in random order and in approximately equal proportions. We also ensured that each
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25 36 47 58 68 79 90 100%
-CP 5.4 -9.9 11.1 15.4 -7.1 -20.0 -10.4 -27.6
+CP -7.0 5.0 3.1 -8.0 -11.2 -3.9 -2.9 NA

Table 4.1: Simple analysis. This table’s cells contain the difference between the mean time required
to annotate words under a given experimental condition and the mean time required to annotate
words without any assistance (the none condition). Statistical significance at or below the 0.05
level according to a double-sided t-test is indicated by bolding.

sentencewas annotated under each experimental condition approximately the same number of times

so that the data does not unduly favor the idiosyncrasies of one sentence over those of another.

This design caused our 1,368 data points to be divided roughly evenly among the 16 experimental

conditions, giving roughly 85 data points per condition.

4.4 Simple Analysis

Because we went to considerable lengths while gathering data to ensure that confounding effects

were distributed evenly across experimental conditions, we were previously able to estimate the

effect of each experimental condition by simply comparing the mean annotation times of words

collected under each experimental condition with the mean value of the data points collected under

the none condition [16]. For convenience to the reader, this analysis is reproduced in Table 4.1.

Each of the 15 comparisons is tested for statistical significance at the 0.05 level using a standard

double-sided Student’s t-test. Table 4.1 indicates that when pre-annotations are about 80% accu-

rate or better, they significantly increase annotation speed. It is unclear whether using correction

propagation in addition to pre-annotation is helpful or harmful.

Now we would like to extend this analysis to include some additional data described in

Section 4.5.1. However, the hypothesis testing framework does not allow us to easily incorporate

data that was not part of the original experiment design. To see this, recall that p-values depend on

the likelihood function of the data assuming the null hypothesis is true. This likelihood function,

in turn, depends on the experimental design under which the data was collected [4].
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We would also like to estimate the effects of other variables on annotation time, including

who did each annotation, whether they clicked on a correction propagation hyperlink, the word’s

grammatical category, and so on. These factors are interesting both in their own right and also as

potential sources of confusion in the data whenever they are not sufficiently averaged over. For

example, because only 9 annotators completed the study, effects associated with annotator identity

such as average annotator speed and internet latency are distributed somewhat unevenly in the

experimental condition data. However, if we group the data by some arbitrary attribute and compare

means, it is very likely that our results will be biased by confounding effects, since no attempt was

made while gathering the data to ensure that confounding effects were evenly distributed across

any attribute other than experimental condition.

4.5 Bayesian Analysis

ABayesian approach can help us overcomemany of the problems described in the previous section.

Bayesian methodologies allow us to incorporate additional data into our analysis without worrying

about whether it was obtained all at once or sequentially [4]. Also, using standard Bayesian ma-

chinery, we can propose a model of our data and jointly infer distributions over numerous variables

of interest, explicitly accounting for potentially confounding effects.

Conducting a parametric Bayesian Analysis involves constructing a parametric model of the

likelihood of the observed data, setting a prior over each unobserved parameter in that model, and

then using standard Bayesian machinery (e.g. Gibb’s sampling) to infer posterior distributions over

each parameter, given the data [20]. We proceed by describing our data in Section 4.5.1, defining a

likelihood distribution in Section 4.5.2, setting priors over each parameter in our model in Section

4.5.3, sampling from the posterior in Section 4.5.4, and finally analyzing our posteriors in Section

4.5.5.
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4.5.1 Data

We use the data described in Section 4.3 as well as some data gathered after the main study. Each

of the 9 participants additionally annotated two randomly selected sentences, using 90% accurate

pre-annotations and correction propagation, for a total of 122 extra words. Finally, one participant

annotated an extra 10 sentences under randomly assigned experimental conditions for a total of 47

extra words. We now have a total of 1,537 data points. Each data point consists of the time taken to

annotate each word along with additional information such as who did the annotation, what degree

of assistance she received, and so forth.

4.5.2 Likelihood

We begin by proposing a probability distribution over our data y. Because we are dealing with

time, it is not unreasonable to imagine that we start with some average work cost κ and then add

or subtract from that cost based on who is annotating, under what experimental condition they are

annotating, what kind of word is being annotated, etc. If we finish by adding symmetric noise then

this may be modeled as a normal distribution. Note that a normal likelihood is not a perfect choice,

since it allocates some probability for words with negative times, but it is convenient and seems

to work well in practice. We accordingly model the density of a single observation yhatbro as a

normally distributed sum of additive effects, each with a subscript corresponding to the h,a,t,b,r,

or o subscripts on y. We model time effects:

• θh: Of the identity of the annotator. There are nine θ variables, corresponding to each anno-

tator in the study.

• αa: Of the experimental condition under which the current word’s sentence was annotated.

There are 16 α variables.

• τt: Of the grammatical category of the word (noun, verb, etc). There are 6 τ variables

corresponding to the six grammatical categories used in the data.
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• βb: Of the position of the word in the sentence. We combine all word positions after 3, so

there are only four β variables.

• ρr: Of correction propagation hyperlinks being shown or not. There are 2 ρ variables.

• ωo Of correction propagation hyperlinks being clicked or not. There are 2 ω variables.

• κ A time offset common to all words.

• σ2 A time variance common to all words.

The density of a single observation is then

yhatbro|θh, αa, τt, βb, ρr, ωo, κ, σ
2

∼N(θh + αa + τt + βb + ρr + ωo + κ, σ2)

The likelihood of our data set is obtained by taking the product of the density of each ob-

servation.

L(y|θ,α, τ ,β,ρ,ω, κ, σ2)

=
∏
y

p(yhatbro|θh, αa, τt, βb, ρr, ωo, κ, σ
2)

=(2πσ2)−
N
2 e−

1
2σ2

∑
y(yhatbro−θh−αa−τt−βb−ρr−ωo−κ)2

4.5.3 Priors

We determined our priors as follows. An expert annotating data outside of the user study took

around 90 seconds per word, and his times varied by as much as a minute. We use this to inform

our priors over κ and σ2. κ ∼ N(90, 50/3), allowing our offset to vary as much as 50 seconds on

either side. Because σ2 cannot be negative, wemodel it using a Gamma parameterized by shape and

scale. If σ2 were equal to 2500, that would allow annotation times to vary by about 3∗
√
2500 = 75
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seconds on either side. We therefore let σ2 ∼ Gamma(50, 50) which has a mean value of 2500

with a fair amount of spread, accurately reflecting our uncertainty about this quantity.

We model αa, θh, βb, τr, ρr, and ωo as normally distributed contributions centered around 0,

so as to have no effect by default. We would like to see how the data shapes their posteriors, so we

set their priors to be relatively uninformative normal distributions N(0, 40
3
), allowing the effect to

have mass between -40 and +40. To be clear, negative effect values mean that an effect reduces the

total annotation time, and positive effect values mean that an effect increases the total annotation

time.

4.5.4 Sampling

Gibbs sampling may be used to obtain samples from the joint posterior provided we can sample

from the complete conditional distribution of each variable [20]. We derive the complete con-

ditional distributions for each parameter by writing out the posterior and then keeping all terms

pertaining to the parameter in question (the complete derivation may be found in Chapter 9).

Let g(y) = ln(L(y|θ,α, τ ,β,ρ,ω, κ, σ2)). Also let c represent the constant that ensures

a proper distribution. Finally, let ya indicate the set of data that were annotated under condition

a, yh be the set of data that were annotated by annotator h, and so on. Then the logarithm of the

complete conditionals are as follows:
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[θh] = − θ2h
2( 403 )2

+ g(yh) + c

[αa] = − α2
a

2( 403 )2
+ g(ya) + c

[τt] = − τ2t
2( 403 )2

+ g(yt) + c

[βb] = − β2
b

2( 403 )2
+ g(yb) + c

[ρr] = − ρ2r
2( 403 )2

+ g(yr) + c

[ωo] = − ω2
o

2( 403 )2
+ g(yo) + c

[κ] = − (κ− 90)2

2( 503 )2
+ g(y) + c

[
σ2
]
= (49− N

2
)ln(σ2)− σ2

50
+ g(y) + c

Although we cannot reduce these conditionals to a convenient closed form that we know how to

sample from, we can use use Metropolis sampling to obtain samples from each conditional inside

the Gibbs sampling loop [20]. Sampling begins with a “burn-in” period during which samples are

discarded as the sampling chain moves away from arbitrary starting values and settles into higher

probability regions of the probability surface. After burning in for about 10,000 rounds, we obtain

500,000 samples and then thin by a factor of 50, leaving us with 10,000 samples from our joint

posterior.

Trace plots charting the sampled values of each parameter show good coverage of the vari-

ables, providing some evidence that our sampling chain has converged. We also test our chain

for convergence using the Raftery-Lewis diagnostic, which measures the movement of various pa-

rameter percentile values across the chain, and also the Geweke diagnostic, which measures the

movement of parameter means across the chain [11]. The chain’s Raftery-Lewis IRL measures are

all below the rule-of-thumb of 5, and all but two of the Geweke z-scores have an an absolute value
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of less than the rule-of-thumb of 1.96, giving additional evidence that our chain has successfully

converged.

25 36 47 58 68 79 90 100%
-CP 5.6 -1.9 10.8 7.9 -3.2 -14.7 -7.1 -20.0
+CP -13.8 -3.7 -6.3 -13.0 -12.3 -10.8 -20.2 NA

Table 4.2: The posterior distribution over α discovered during the Bayesian analysis corroborates
the results of the simple analysis in Table 4.1. This table’s cells contain the mean difference be-
tween each parameter αk (the seconds-per-word time contribution of annotation condition k) and
α0 (the none condition). Conditions whose values are greater or less than α0 with greater than 0.95
probability are bolded.

4.5.5 Posteriors and Discussion

We now have 10,000 samples from the joint posterior distribution, where each sample specifies a

value for each parameter in our model. By inspecting the values corresponding to parameters of

interest and ignoring the rest, we obtain marginal posterior probability distributions over particular

parameters. This allows us to answer questions related to how each factor we have modeled affects

annotation speed. This section proceeds by first revisiting the question we addressed in Section

4.4, and afterwards examining the effects of additional parameters.

We can answer the question of how pre-annotation and correction propagation affect an-

notation speed by inspecting the values of α in our joint posterior samples. Table 4.2 shows the

average difference between the values of each experimental condition parameter αa and the none

condition parameter α0. By comparing Table 4.2 with Table 4.1, we can get a feel for how con-

trolling for confounding effects affects our conclusions. The effects of pre-annotation are nearly

the same as before, giving us increased confidence in our conclusion that pre-annotations increase

annotation speed when they are at least 80% accurate. Correction propagation, however, looks far

more promising than it did before. Our explanation for these differences is that the Bayesian anal-

ysis separately accounts for three effects related to our implementation of correction propagation:

theω variables account for the effect of hyperlinks appearing, the ρ variables account for the effect
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of hyperlinks being clicked, and theα variables for which correction propagation is active account

for the effect of corrections being made (without hyperlinks) to words not currently in focus.

Since the results in Table 4.1 and Table 4.2 are very similar, one might be inclined to prefer

hypothesis testing to a Bayesian analysis because it appears to involve less work. However, recall

that we are only able to do the simple analysis in Section 4.4 because considerable effort was put

into gathering data. Language resource developers in under-resourced domains will seldom have

the luxury of collecting redundant user interaction data in a highly controlled setting. A Bayesian

analysis can be appropriately applied to user interaction data collected in the wild as a natural by-

product of a project’s progression, and used iteratively to track trends over time. Priors may even be

updated in light of previous analyses as long as the data used in those analyses are not also re-used.
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Figure 4.2: Themarginal posteriors of each ρr (top row) andωo (bottom row). These values indicate
the time contribution that having correction propagation hyperlinks be shown or clicked on lends
to a word’s overall cost. Negative values indicate that they decrease the base cost. Positive values
indicate that they increase the base cost.

The marginal posteriors of ρ and ω in Figure 4.2 indicate that when correction propagation

hyperlinks are shown, words tend to take more time to annotate than when hyperlinks are not

shown, and similarly when hyperlinks are clicked, words take more time to annotate than when no
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hyperlinks are clicked. Although these differences are not significant using 95% credible intervals,

they provide evidence that using the mechanism of hyperlinks to implement correction propagation

incurs a measurable cost. One possible explanation for this is that the appearance of hyperlinks is

a distraction, causing annotators to pause while they assimilate new visual information. Given

the modest potential gains afforded by correction propagation (see Table 4.2), it appears clear in

retrospect that using hyperlinks to signal correction propagation updates for the word in focus was

an inappropriately expensive visual mechanism.
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Figure 4.3: The marginal posteriors of each τt. These values indicate the time contribution that
belonging to a certain grammatical category lends to a word’s overall cost. Negative values indicate
that they decrease the base cost. Positive values indicate that they increase the base cost.
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The marginal posteriors of the τ parameters in Figure 4.3 estimate the time contributions

of different grammatical categories of words. Most of these values are unsurprising. The fact that

particles tend to be inexpensive and verbs tend to be costly is what we would expect. However, the

fact that numerals are tending to be costly is surprising. Collaborating domain experts tell us that

labeling numerals ought to be relatively straight-forward, so this data indicates that there is some

ambiguity in the labeling documentation or interface that we can address to improve the efficiency

of our annotators. Using this insight, we were able to filter the free-form participant feedback and

prioritize participant suggestions for improving numeral training.
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Figure 4.4: The marginal posteriors of each βb. These values indicate the time contribution that
being in a particular position in the sentence lends to a word’s overall cost. Negative values indicate
that they decrease the base cost. Positive values indicate that they increase the base cost.

The β parameters in Figure 4.4 show that the first word of each sentence incurs a signifi-

cant time penalty as annotators orient themselves within the sentence. This outcomewas anticipated

when we designed our model, and should help account for some of the variance in the data. How-

ever, it was unclear before the analysis whether to expect that the second and third words would
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also participate in this “learning curve” effect. It appears that after the first word in the sentence,

all other word positions incur approximately the same cost.

One additional benefit of having a Bayesianmodel of the data is that we can use it to generate

samples from the posterior predictive distribution: the distribution over values of future data given

our priors, model, and the data we have observed so far. Sampling from the posterior predictive

allows us to use our model to predict what future data will look like. This is done by using the

parameter values we have already sampled from themodel’s joint posterior distribution to draw data

observations from our likelihood function. Additionally, by selecting posterior predictive samples

in which certain conditions hold, we can draw a distribution over predicted future observations

given those conditions.

The posterior predictive distribution can be useful in estimating future annotator perfor-

mance, and could also have applications in the realm of cost-consious active learning, in which

one wishes to choose additional data to annotate based on their expected value as well as their

expected cost [22]. For example, by selecting the posterior predictive data in which annotator #2

(a particularly fast annotator) is annotating verbs, we estimate that annotator #2 will take on aver-

age 26 seconds to annotate each verb. On the other hand, we estimate that annotator #9 (a slower

annotator) will take on average 45 seconds to annotate verbs.

4.6 Conclusions and Future Work

We have used a Bayesian analysis of limited user interaction data to strengthen our previous conclu-

sion that pre-annotations that are at least approximately 80% accurate increase the speed of Syriac

morphological analysis. The analysis has also provided evidence that the hyperlink mechanism we

used to indicate correction propagations for the in-focus word is inappropriately expensive, and that

correction propagation for words other than the word currently in focus is much more promising

than we previously thought. In addition, the Bayesian analysis shows that there is an inordinate

amount of inefficiency associated with the “Numeric” grammatical category. In retrospect, this

seems likely to be due to insufficient training material.
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We have demonstrated conducting a Bayesian data analysis to jointly estimate various pa-

rameters of interest from limited user interaction data. Our work provides a detailedmethodological

data point for others wishing to analyze user interaction data in under-resourced language domains.

More broadly, by demonstrating an effective approach to analyzing sparse user interaction data,

we have given developers of annotated corpora in under-resourced domains tools that they need in

order to improve the efficiency of their own annotation processes.

In the future we plan to perform a similar analysis on annotator accuracy. Our results will

be used to improve the efficiency of annotators engaged in creating the Syriac Electronic Corpus.

We plan to use a similar methodologies to evaluate the performance of other machine assistance

techniques in speeding up Syriac morphological analysis, including cost conscious active learning

[22].
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Chapter 5

Conclusions

This thesis makes a contribution to the field of annotated corpus development by provid-

ing tools and demonstrating a methodology for empirically evaluating machine-assisted annotation

techniques. This thesis additionally contributes to the field of Syriac studies by empirically quan-

tifying the effectiveness of pre-annotation and correction propagation in improving the speed and

accuracy of annotators engaged in Syriac morphological analysis.

We designed and built CCASH, an online linguistic annotation system well-suited to run-

ning instrumented user studies involving machine assistance, and made it available to the com-

munity under an open-source license. We employed CCASH to gather user interaction data from

annotators engaged in Syriac morphological analysis with and without two forms of machine as-

sistance: pre-annotation and correction propagation.

We conducted a traditional analysis of the data by comparing the mean times and accura-

cies of annotators working with various levels of machine assistance. This simple analysis showed

that pre-annotations that are at least 60% accurate increase annotator accuracy by 5-7%, and also

that pre-annotations that are at least 80% accurate increase annotator speed by 10-20 seconds per

word. The role of correction propagation using this simple analysis was unclear. We additionally

conducted a Bayesian analysis of annotator time, modeling the effect of pre-annotation and correc-

tion propagation as well as a number of potentially confounding variables. The Bayesian analysis

strengthened the results of our simple analysis, and also shed light on the effect that correction

propagation has on annotator speed. Specifically, in the Bayesian analysis correction propagation

appears to increase annotator speed slightly. However, the mechanism of showing correction prop-
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agation updates as hyperlinks for the word currently in focus incurs a large enough time penalty

to potentially counteract any good that correction propagation might be doing elsewhere in the

sentence. This insight will allow us to improve the performance of correction propagation going

forward. We also found that words in the “Numerical” grammatical category incur far more cost

than they should. This is an insight we can use to improve annotation training.

The knowledge gained from these analyses will allow us to reduce the annotation cost re-

quired to create the Syriac Electronic Corpus. It may also help inform the decisions of corpora

developers working on similar tasks, particularly in low resource domains where machine assis-

tance quality is limited. More broadly, the tools and methodology demonstrated in this thesis may

be used as resources by those interested in answering similar questions in different annotation do-

mains and for different modes of machine assistance.

In the future we plan to evaluate the effectiveness of additional machine-assisted annota-

tion techniques, including various kinds of active learning [41]. Active learning involves selecting

instances for human annotation that are likely to be most informative in training an automatic an-

notator. Because a high quality automatic annotator can be used to reduce annotation cost (e.g.

through pre-annotations), active learning has the potential to reduce the cost necessary to label a

corpus from scratch. However, active learning is not widely used in practice, partly because it has

not been shown empirically to reduce cost in enough practical settings [44].
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Chapter 6

Appendix A: CCASH Documentation

CCASH’s documentation is subject to change based on user needs and feedback. The most

up-to-date version of this documentation may be found at

http://facwiki.cs.byu.edu/nlp/index.php/CCASH.

6.1 Introduction

6.1.1 What is CCASH?

CCASH (Cost-Conscious Annotation Supervised by Humans) is a web-based annotation frame-

work. It is designed to be an environment for evaluating state-of-the-art and experimental tech-

niques for efficient annotation and also for applying those techniques to real world annotation

projects. While designing CCASH we had our eye particularly on Active Learning; however other

techniques such as feature labeling and incorporating rich prior knowledge could also be incorpo-

rated into CCASH without too much trouble.

6.1.2 How does it work?

CCASH coordinates the activities of two components:

• Annotation Tasks are graphical user interface that run in your browser and allow you to

annotate instances, or correct automatic annotations. An annotation task’s job is to display

a particular kind of instance and solicit a particular kind of annotation. CCASH tasks are

implemented with the Google Web Toolkit, allowing you to write code in Java assisted by

GWT’s WYSIWYG editors.
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• Annotation Managers run as xmlrpc services on the network. As such they may be written

in any language with an xmlrpc implementation (that is to say, almost anything). Annotation

managers are in charge of two important tasks:

1. Provide annotators with an optionally pre-annotated instances

2. Record annotations

In a typical annotation scenario, CCASH would query an annotation manager for a pre-

annotated instance, then present that instance to a human annotator via a compatible GUI task. After

the annotator finished, the completed annotation would be sent back to the annotation manager to

be preserved.

6.2 Getting Started

Eclipse

CCASH is an eclipse project, so you will want to get a current copy of the eclipse IDE for Java EE

developers (http://www.eclipse.org/downloads). You’ll additionally need to install the following

eclipse plugins:

• The Google Plugin for Eclipse (http://code.google.com/eclipse), along with the Google Web

Toolkit SDK.

• Subversive(http://www.eclipse.org/subversive) or Subclipse(http://subclipse.tigris.org) in or-

der to use Subversion in Eclipse.

Postgres

CCASHmanages its data in a relational database. We chose postgres as the default implementation

because of its permissive licensing and sub-second timing values. You will need to install the

postgres server on your system. Mysql also works if you prefer.
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Configure

After installing postgres, you must configure postgres to accept connections from your CCASH

install. Do this by editing the pg hba.conf file and changing the line that reads

host all all 127.0.0.1/32 ident

host all all 127.0.0.1/32 trust

This tells postgres to trust all connections from the localhost. This is fine for development.

(In the future when you deploy Ccash, you will probably want to increase security by changing

the word “trust” to “md5” which will require you to create a postgres account and password for

CCASH. The username and password can be whatever you want as long as you change the corre-

sponding data inside of the file Ccash/src/META-INF/persistence.xml).

Create a database

Create a postgres database for CCASH by running the following command:

createdb -U postgres ccash

Create a database user

Create a postgres database for CCASH by running the following command:

createuser -U postgres ccash

Get CCASH

For a copy of CCASH licensed under theAGPL, use Subclipse to check out the code at https://ccash.svn.sourceforge.net/svnroot/ccash/trunk/Ccash.

If you are interested in CCASH under a different license, please contact us directly.
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Run CCASH

To run CCASH, right-click on the eclipse CCASH project, click “Run As,” and select “Web Ap-

plication.” After a minute a “Development Mode” tab will open in Eclipse and display a url. Copy

this url into a browser, and you will see the CCASH login screen. Login with username “admin”

and password “passwd99”. You can change this password after logging in by clicking the “Admin”

menu item, and selecting “Annotators”.

“Hello, World” annotation task

Start annotating by following the tutorial at https://facwiki.cs.byu.edu/nlp/index.php/

Doing_Simple_Sentiment_Classification.

6.3 Custom tasks

CCASH is an annotation framework. Before you can apply CCASH to the annotation task you are

interested in, you’ll need to create an Annotation Manager to run on the server, and an Annotation

Task to run in your annotators’ browsers. If you create something that you think others might be

interested in, please contribute it to the repository!

• Create an Annotation Task by following the tutorial at https://facwiki.cs.byu.edu/

nlp/index.php/Creating_an_Annotation_Task.

• Create an Annotation Manager by following the tutorial at https://facwiki.cs.byu.

edu/nlp/index.php/Creating_an_Annotation_Manager.

Do I have to build my application from scratch?

We have already developed some annotation tasks that we are interested in. Feel free to use their

pieces as building blocks for your own project!
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Example annotation tasks

These are fully formed annotation tasks you can use for reference. See the online documentation

for links to demos of these applications and Javadocs for related classes (https://facwiki.cs.

byu.edu/nlp/index.php/CCASH#Example_annotation_tasks).

• Simple Sentiment Classification (an extremely simple task put together for Demo purposes).

• English part of speech tagging - Label sequences of English words with their respective parts

of speech from the Penn Treebank Tagset (http://www.ling.upenn.edu/courses/Fall_

2003/ling001/penn_treebank_pos.html).

• Syriac morphological tagging - Label sequences of Syriac words with their respective mor-

phological analyses. This includes separating the prefix and stem from the main word, as-

signing a grammatical category (Noun, Verb, etc), assigning gender (common, masculine,

feminine), and so on.

• Syriac morphological tagging tutorial - The same as normal Syriac morphological tagging,

except that after each sentence the annotator receives feedback on how they did and optionally

are obliged to try the sentence again.

• Survey - Asks users to answer a series of short answer and multiple choice questions

• User study - Takes an annotator through a predetermined sequence of other tasks.

• Training - Presents annotators with a series of instructions on the left side of the screen while

they perform an annotation task on the right side of the screen.

Reusable components

These are reusable components that was have developed while working on our own tasks. Check

out the linked javadocs for more information.
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• AbstractFileReadingAnnotationManager - reads a list of instances from a file, and (option-

ally) a list of pre-annotations from another file, and finally records annotations received to a

file.

Half-baked Tasks

These are tasks that we have in the incubator.

• Named Entity Tagging - Label noun phrases as Person, Location, Business, etc.

6.4 I have a problem! What should I do?

First consult the CCASH Frequently Asked Questions (https://facwiki.cs.byu.edu/nlp/

index.php/CCASH_Frequently_Asked_Questions). If your question isn’t answered there, send

us a note at ccash at cs dot byu dot edu.
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Chapter 7

Appendix B: User Study Content

This appendix documents the details of the user study.

7.1 Email invitation

To participants in the Syriac corpus annotation user studies:

We thank you for being willing to participate in user studies leading to the construction of

the Syriac Electronic Corpus (http://cpart.byu.edu/?page=112&sidebar). The Natural Lan-

guage Processing (NLP) Lab at Brigham Young University, in association with the Center for the

Preservation of Ancient Religious Texts (CPART) and the Oriental Institute at the University of Ox-

ford, is developing cost-efficient methods of annotation in order to make the Corpus’s construction

feasible. These user studies play an important role in that effort.

You will be participating in highly-focused annotation studies using a tool we call CCASH

(Cost-Conscious Annotation Supervised byHumans). The first will be conducted early in 2011. We

anticipate that the first study will take between three and five hours to complete. The results from

the studies will be used to improve annotation methods and will be key to the future development of

important resources to be derived from the Corpus, including an annotated electronic concordance.

Participants who are interested may continue to be involved with the project and benefit by using

CCASH to annotate their own Syriac texts. Please contact me (Paul Felt, pablofelt at gmail dot com)

for more information about the user studies and CCASH, and contact Kristian Heal (kristian heal

at byu dot edu) for more information about the Syriac Electronic Corpus.

To proceed with the first user study, please follow this hyperlink:
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https://facwiki.cs.byu.edu/nlp/index.php/Syriac_User_Study

Thank you.

Paul Felt, on behalf of the BYU NLP Lab, CPART, and the Oriental Institute, Oxford

7.2 Introductory Webpage

Original location: https://facwiki.cs.byu.edu/nlp/index.php/Syriac_User_Study

7.2.1 Introduction to the Project

The desirability of an electronic corpus of Syriac texts has long been recognized (most recently

in Lucas Van Rompay’s January 2007 Hugoye article). Several localized and limited steps have

been made in this direction, most significantly with the Peshitta, and as part of the Comprehensive

Aramaic Lexicon project. However, no coordinated and large scale effort has yet been attempted.

Since 2001 scholars at the Center for the Preservation of Ancient Religious Texts (CPART) at

BrighamYoung University (BYU) have been working towards creating a comprehensive electronic

corpus of Syriac texts. In 2004 they were joined in this effort by Dr. David G.K. Taylor of the

Oriental Institute at the University of Oxford. Working from both printed editions and manuscripts

this project aims to systematically acquire accurate electronic copies of all of Syriac literature.

Furthermore, the Syriac Electronic Corpus will include a morphological annotation of each

word. Because of the size of the undertaking, some parts of the corpus will be automatically anno-

tated by a machine. More crucial parts of the corpus will be annotated by human annotators.

The Natural Language Processing (NLP) Lab at BYU is developing tools and cost-efficient

methods of annotation in order to make the Corpus’s construction feasible.

7.2.2 The Value of Corpora

Linguistic annotations of text offer many substantial benefits. Annotations can be used to more

reliably find linguistic patterns, explore language usage, track how it changes over time, and dis-
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cover rare forms. Finally, for a morphologically-rich language like Syriac, annotations can be a

practical help to language learners. For example, Semitic language dictionaries tend to list con-

jugated verb forms after a base form (the dictionary headword). This arrangement is convenient

for dictionary users who are already familiar with verb conjugations but can be very frustrating

for language learners. Annotations allow language learners to interact more naturally with the text

they are learning.

The Syriac morphological annotations we are collecting involve segmenting each word into

prefix, stem, and suffix. The stem and suffix are then tagged with morphological information, and

the stem is further annotated with the corresponding dictionary headword. The end result will be a

morphologically annotated electronic corpus of the Syriac texts: a body of texts where every word

is linked to a dictionary entry, and a dictionary where every entry is linked to each of its usages in

the corpus.

7.2.3 How Can Machines Help?

Traditionally annotated corpora have been laboriously labeled by hand. Especially for under-

resourced languages like Syriac, however, this approach is cost-prohibitive. Research in the field

of Natural Language Processing (NLP) and Machine Learning has introduced several possible so-

lutions to this problem. For example, annotation can be cheaper andmore accurate when annotators

are asked to correct machine predictions rather than annotate from scratch. The BYU NLP Lab has

developed a model capable of making such predictions with high accuracy for Syriac. Additionally,

it has been shown in some domains that annotation efficiency can be increased by automatically

selecting which examples are annotated first, a technique known as Active Learning. The NLP

Lab has been involved in improving Active Learning’s efficiency and usability in real applications

and extending the methodology to better handle unexplored domains such as Syriac morphological

tagging.

We have created a web-based annotation tool called CCASH (Cost Conscious Annotation

Supervised by Humans) that takes advantage of these methods. As CCASHmatures, it will be used
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to develop the annotated Syriac corpus. In addition, it will be made available to the public for other

annotation projects.

7.2.4 The Importance of the User Studies

CCASH and the Syriac Electronic Corpus are both planned as open access resources intended to

benefit the field of Syriac studies. The results of the user studies and feedback from users will

directly impact the development and the functionality of the annotation tools. These tools will

be used to computationally annotate the entirety of the corpus. Moreover, user study participants

will also be able to use CCASH to efficiently and completely annotate Syriac texts that they are

interested in.

7.2.5 User Study #1

In this user study we are gathering data on the effectiveness of having annotators correct machine

predictions rather than annotate from scratch. This technique is called automatic pre-annotation.

As you take the study you will encounter machine predictions of varying quality. Bear

in mind that most of these annotations will be of intentionally poor quality, and are not rep-

resentative of the best our model can do.

We aim to determine how correct machine predictions need to be before they begin to be

useful to annotators. This knowledge will help us appropriately apply pre-annotations to difficult

texts like poetry.

We are also exploring an enhancement to pre-annotation in which machine predictions are

updated in response to an annotator’s actions. As you annotate, future pre-annotations will some-

times be updated based on decisions you have already made.
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7.2.6 Getting Started

Fonts

The Syriac Computing Center (SyrCOM) of Beth Mardutho provides excellent free Syriac fonts

(http://www.bethmardutho.org/meltho/) that are compatible with the Windows Operating

System.

If you are running an up-to-date browser, your browser should automatically load and use

these fonts to display Syriac text in the Serto script. If you encounter any font-related problems,

however, try downloading and installing the fonts manually. If Syriac text still doesn’t render

correctly, try using a different browser or setting your browser font manually (http://kb.iu.

edu/data/aojz.html).

Unfortunately, the Beth Mardutho fonts are not entirely compatible with Mac OS X or

Linux. For this user study, we recommend usingWindows XP, Vista, or 7.

Compatible Browsers

Please use a browser that is compatible with CCASH. The most recent versions of the following

browsers work well with CCASH:

• Firefox

• Chrome

• Safari

The following browsers do NOT work with CCASH:

• Internet Explorer

• Opera
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Create an account with CCASH

Navigate to http://cash.cs.byu.edu/Ccash and click the button that says “Register”. When

you are done registering, you will be sent a verification email message. Open that email message

using your favorite mail reader and click on the link to activate your account. Then you will be

ready to annotate.

Start Annotating

Navigate to http://cash.cs.byu.edu/Ccash and log in with your newly created username and

password. You will see a list of all the projects you have been assigned to annotate. For now, that

list contains only the user study. Click the button that says “Annotate”.

Resources

Resources you may want to use while annotating include:

• A reference summary of the training you will receive inside CCASH (http://nlp.cs.byu.

edu/public/AnnotatorTraining.pdf)

• A Compendius Syriac Dictionary by Robert Payne Smith (http://www.tyndalearchive.

com/TABS/PayneSmith/index.htm)

• Compendious Syriac Grammar by Theodor Nöldeke (http://cpart.byu.edu/files/N%

C3%B6ldeke_Compendious%20Syriac%20grammar.1904.pdf)

• Syriac Verb Tables by David Taylor (http://nlp.cs.byu.edu/public/Syriac%20Verb%

20paradigms%20(DGKT%201.1).pdf)

7.3 In-study Roadmap

Thank you for participating in the Syriac Ccash User Study. During this study you will be asked

to annotate text with morphological information. The purpose of this study is two-fold. We are

measuring both annotator speed and accuracy; therefore, please remove all distractions so that
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you can complete the task quickly and accurately. As you annotate, some of the sentences you

encounter will include suggested annotations provided by computational models having varying

levels of accuracy.

Tutorial and Resources

You will first work through a tutorial to familiarize yourself with the software and the annotation

task. On the wiki page you were given access to a reference summary of the tutorial, as well as

other resources you may wish to use. For your convenience, here is the link:https://facwiki.

cs.byu.edu/nlp/index.php/Syriac_User_Study#Resources

Practice Sentences

After the tutorial, you’ll be presented with four practice sentences to annotate. Some of the practice

sentences will have suggestions as discussed above and others will have no suggestions. After you

have completed each example, you will be shown the correct tags in order to let you see where your

tags differ from ours. On the final practice sentence, you will be expected achieve a high level of

accuracy before continuing.

The Main Study

After completing the practice sentences, you will be ready to tag the main study. During this time,

we will monitor both your speed and your accuracy, so we ask that you remove all distractions and

do your best work! When you are done, you will take an exit survey and see a message indicating

that you are finished. Should you wish to continue, however, you will have the option of annotating

some additional sentences.

7.4 Data Usage Agreement

By contributing to this site you give the BYU Natural Language Processing Lab and the BYU

Center for the Preservation of Ancient Religious Texts (CPART) unrestricted ownership of and
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rights to use the data that you generate for this user study in any way that we deem reasonable.

Our plans include a detailed analysis of the data, publication in papers about efficient annotation

techniques, published corpora and concordances, and better interactive annotation models.

At the same time, when we share or publish the data that you generate, we will ensure that

you are not personally associated with any of the data.

Press “Continue” to accept these terms and proceed.

7.5 Entrance Survey

• What is your primary language?

– English

– Arabic

– Italian

– Hebrew

– Turoyo

– Turkish

– Dutch

– Swedish

– German

– Russian

– Flemish

– French

– Other

• How much formal linguistic training do you have?

1. None

2. A little
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3. About one college class

4. Several college classes

5. One or more college level degrees in linguistics or a related field

• How much formal Syriac language instruction have you received?

– None

– A little

– About one college class

– Several college classes

– One or more college level degrees in Syriac or a related field

• Have you ever taught the Syriac language?

• If so, in what setting?

• Have you ever conducted research on original Syriac texts?

• How proficient are you at Syriac morphological tagging?

1. Poor

2.

3. Average

4.

5. Excellent

• How comfortable do you feel using computers?

1. Uncomfortable

2.

3. Average

4.
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5. Very comfortable

• Where are you physically located? (country, city)

7.6 Annotator Training

81



www.manaraa.com

Syriac Morphological Annotation 
with CCASH 

z To the right of these instructions, you 
see a left panel and a right panel.  The 
right panel is the annotation editor or 
"lens."  The left panel is the text to be 
annotated or "context". The word that 
you are currently annotating appears 
enlarged at the top of the lens. 

z The lens contains five total sub-tasks 
to complete for each word: 

z Segmentation 

z Grammatical Category 

z Stem Tagging 

z Suffix Tagging 

z Identifying a Dictionary Headword 

Context Lens 

Segmentation 

z Your first task is to edit the segmentation of the word. The 
current segmentation is indicated by the two red bars in the 
word. 

z The prefix is the text that appears to the right of the 
rightmost bar. The suffix is the text to the left of the 
leftmost bar, and the stem is the text in between. Prefix 
and suffix clusters are segmented together. 

z A note about browsers and focus: Most browsers indicate 
what element is currently being operated on by outlining it 
with a rectangle or highlighting it in some way. If your 
browser is not focused on the segmentation task, then try 
clicking on the segmentation task to focus it. 

z Try changing the segmentation in two ways: 

z Keyboard: while the segmentation widget is in focus, 
use the left and right arrow keys to change the 
suffix marker.  Now hold down shift and use the 
arrow keys to change the prefix marker. 

z Mouse: left click to set the suffix position, and right 
click to set the prefix position. 

z Note that suffix tags become available or unavailable 
depending on whether or not you identify a suffix segment.  
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Grammatical Category 

z Your second task is to select or correct the 
grammatical category of the word. 

z Try changing the grammatical category in two 
ways: 

z Keyboard: press tab to move from the 
Segmentation task down to the Grammatical 
Category task. A list of possible values will 
appear. Begin typing the name of the value 
you wish to select, and when the correct 
value is selected, press tab again to move 
on to the next field. 

z Mouse: click the Grammatical Category field.  
A list of possible values will appear. Click the 
name of the value you wish to select, and 
notice that the next field is automatically 
selected. 

z Note that each grammatical category has its own 
set of stem tags, i.e., additional properties 
associated with the grammatical category. They 
become available or unavailable depending on 
your choice of grammatical category.. 

Notes on Grammatical Categories 

z As a general note, annotation corresponds to the visible 
form rather than the function of the token being analyzed. 
This impacts participles in particular, which may function 
adjectivally, or be substantivized. In either of these cases 
the token should still be annotated as a verb. 

z Particle 

z Includes prepositions, interjections, conjunctions and 
adverbial particles. If in doubt, refer to the list 
provided in the training materials. 

z Noun 

z Includes proper nouns and common nouns. 
Substantivized participles should be annotated under 
verb and participle. 

z Pronoun 

z Includes personal, demonstrative and interrogative 
pronouns. 

z Adjective 

z Refers to adjectives proper; participle adjectives 
should be annotated under verb and participle. 
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Notes on Grammatical Categories 

z Adjective 

z Refers to adjectives proper; participle adjectives 
should be annotated under verb and participle. 

z Verb 

z Includes both regular and demoninative verbs in all 
their conjugations. 

z Adverb 

z Includes all formal adverbs, such as adverbs of 
quality formed with the termination ±aith. Adverbial 
particles should be annotated as particles. 

z Numeral 

z Includes  cardinals, Ordinals, and ciphers. 

z Idiom 

z Includes only compound forms 

Stem Tagging 

z Your third task is to describe the properties 
of the stem by choosing values for 
applicable stem tags. 

z Try changing the stem tags in two ways: 

z Keyboard: Use the keyboard in the 
same manner as when selecting the 
Grammatical Category. To accept the 
current field and move forward, press 
tab. To accept the current field and 
move backward, hold down shift and 
press tab. 

z Mouse: Use the mouse in the same 
manner as when selecting the 
Grammatical Category. 
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Suffix Tagging 

z Your fourth task is to describe the properties 
of the suffix by  choosing values for 
applicable suffix tags. 

z Try changing the suffix tags in the same two 
ways you changed the stem tags. 

Notes on Suffix Tags 

z Suffix Contraction 

z Enclitic personal pronouns that have coalesced with 
participles should be segmented and annotated as a 
suffix. In this case, however, the user is given the 
FKDQFH�WR�LQGLFDWH�ZKHWKHU�WKLV�LV�D�³VXIIL[�
FRQWUDFWLRQ´�UDWKHU�WKDQ�DQ�REMHFW�VXIIL[� 
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Dictionary Headword 

z Your fifth task is to identify the dictionary headword of the 
stem. 

z This field requires that you type in Syriac. If your machine 
is not already configured for typing Syriac characters, you 
may wish to use the Virtual Keyboard provided. 

z Try viewing the Virtual Keyboard in two ways: 

z Keyboard: while your cursor is in the Dictionary 
Headword field, press escape 

z Mouse: click the keyboard icon in the Dictionary 
Headword field 

z Now hide the Virtual Keyboard in two ways: 

z Keyboard: while your cursor is in the Dictionary 
Headword field, press escape 

z Mouse: click the X at the top left corner of the Virtual 
Keyboard 

z Now try using the Virtual Keyboard in two ways: 

z Keyboard: With your cursor inside the dictionary 
headword textbox, press keys on your keyboard. 

z Mouse: click the keys on the virtual keyboard with 
your mouse 

Notes on Dictionary Headwords 

z A dictionary headword is the uninflected form of 
the stem. E.g., for nouns this is the emphatic form. 
For verbs this is the uninflected third masculine 
singular Peal perfect form that is usually found as 
the headword in Payne-6PLWK¶V�GLFWLRQDU\�� 
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Reset 

� While annotating a word, you may 
wish to reset the annotation to its 
original values. Do this by selecting 
a word you have annotated and 
SUHVVLQJ�WKH�³5HVHW´�EXWWRQ� 

Intentionally poor predictions 

� You will notice during the study that most of the automatically-
generated annotations you encounter are of poor quality. Please bear 
in mind that this is necessary for the purposes of this study, and that 
this is not representative of the best our models can do! 
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Navigation within a Sentence 

z Until now, these instructions have been neglecting an 
important part of the interface. The left portion of the 
screen (the "context") shows the sentence you are 
currently working on and your position in it (indicated 
by a word with a green background). Also, some 
context before and after the current sentence is 
provided. The additional context is grayed out to 
indicate that it is not to be annotated. 

z Although it may be most efficient to work through a 
sentence sequentially from beginning to end, you may 
annotate in any order you wish.  

z Try navigating through a sentence in two ways: 

z Keyboard: hold down control and press the left 
and right arrow keys 

z Mouse: click the word you wish to annotate 

z Notice that below each word in the sentence is the 
grammatical category currently selected for that word. 

Accepting Words 

z You will have noticed that when you change the value 
of a field in the lens, its background color changes 
from yellow to white. The white background signals 
that the field in question has been accepted by you. 
When all fields within a word are white, a word is 
considered complete. If at any time you wish to accept 
an entire word without manually touching every field, 
you may do so by accepting the word using the 
"Accept Word" button. 

z Note that when a word is accepted (all of its fields are 
white), then the background of its grammatical 
category in the sentence on the left portion of the 
screen changes from yellow to white. This lets you 
know which words in the sentence still need your 
attention.  

z Try accepting a word in two ways: 

z Keyboard: press control + enter 

z Mouse��FOLFN�WKH�³$FFHSW�:RUG´�EXWWRQ 
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Committing Sentences 

z After you have accepted every word in the 
VHQWHQFH��WKH��&RPPLW�6HQWHQFH´�EXWWRQ�ZLOO�
become active. 

z After accepting all the words in a sentence, 
try committing a sentence in two ways: 

z Keyboard: press control + alt + enter 

z Mouse��FOLFN�WKH�³&RPPLW�6HQWHQFH´�
button 

z Note that committing a sentence is 
permanent. Once you have committed, you 
will not be able to revisit your decisions for 
any of the words in the sentence. 
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7.7 Practice Sentences

You are about to work through four practice sentences. The purpose of this exercise is to give you

experience using the software you’ve just learned, and to give you time to familiarize yourself with

the tags and the resources that you will be working with. After you commit the practice sentences,

the correct tagging for each word will be shown along with the tagging that you selected.

For the last practice sentence you will be required to achieve a certain standard of correct-

ness before moving on. All segmentation and grammatical category choices must be correct, but

you will be allowed to make other mistakes on up to two words.

It you disagree with the reference tagging, please consult your reference materials to under-

stand why a particular value applies. One of the purposes of these practice sentences is to expose

you to concrete examples of the tags applied to the data. We understand that you will likely dis-

agree with some of our tagging decisions. However, for consistency’s sake we ask that during this

user study you conform as best you can to the tagging conventions you encounter in these practice

sentences and the provided reference materials.

Practice Sentence #1: Annotating Without Suggestions

For the following sentence, you will annotate each word without assistance. For tips on entering

tags with your mouse or keyboard, consult your tutorial review.

Practice Sentence #2: Annotating With Suggestions

For the following sentences, you will notice that the words are pre-labeled with machine-generated

guesses. It is important to note that sometimes these predictions will be updated as you annotate.

These updates appear to the side of their respective fields as blue hyperlinks which you may accept

by clicking.
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Practice Sentence #3: No Instructions

Practice Sentence #4: Raising the Bar

For this sentence, you will be required to achieve a certain standard of correctness before moving

on. All segmentation and grammatical category choices must be correct, but you will be allowed

to make other mistakes on up to two words.

7.8 Main Study

During the main study you will see sentences pre-labeled with various degrees of accuracy. Re-

member that most of the pre-labels you will encounter will be of intentionally poor quality, and are

not representative of the best our model can do!

Note that in the main study you will be annotating clauses and not necessarily complete

sentences; however, you should have access to the information you need in the surrounding context.

During this time we ask you to please give this study your undivided attention. If you

do need to pause during the study for any reason, please press the “Pause” button so that we can

accurately track the time required to complete the task. If you need to leave for long periods of

time, you may also log out. Bear in mind, however, that when you log out, changes to the sentence

you are currently working on will be lost. For this reason try to log out only between sentences. In

addition, avoid using time when you are paused or logged out to work on the study (e.g., examine

reference materials). We estimate that the average participant will need between two and five hours

to complete the main portion of the study.

Before you begin the study please turn off any electronic devices, close your email, remove

any other distractions that you can, and maximize your browser. If you are using Firefox or Internet

Explorer and Windows, you can put your browser in fullscreen mode by pressing F11. Once you

are completely ready, press the button to continue.
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User Study #1 Clauses 

 
ピベܐ .  :1 ｫܒヮf ܥܝܐピ ܐe ܼܝガ̈ܕܒ pfe｠ガヮ 
 
ﾆ̈ヴ ギܕܐ ﾆグ̈ܝܐܐ ܕヮܥ｟ܕܝギ ܠﾆܒ̈ܐ fܠ ボ̈ガܐ fܠܥܠܝカ̈ܐ fܠܒ｟f̈ܠ｟ܐ .  :2 ｫヮܬ ܬﾏ ｫﾐf 
 
 fܐܬܝ ケグܼ ܥܠܝｫﾍ ܠカﾑܐ ܕܒxﾎܬܐ .  :3
 
 fܒf̈ﾏܥܝヮ̈ ｫﾍܠܟܝܐ .  :4
 
ベゲܐ .  :5 ｫܬܐ ܒﾎ ｫカ ܠf 
 
6:  . 

ｫ
ܠܟܐ ｫヮ ܕܝﾏヮ ﾍܒܕ ܠﾎ ｫヮܕ ベܝﾅ ffe ギܕܥܝｬܝ 

 
7:  pﾎヴܠܝ . ܐܝܟܐ ܥܒܕܬܝ ܐ 
 
 fܐxf｠ペܝ ܬギヮ ܐxܝܐ fܬܒef eベܼܕe oܼܕfe ﾍブゲヂ oܐ ܀  :8
 
ﾎܬܐ カヴܬܝeﾎܝ ܠܝfﾍܕܐ fܠ｟ベﾅܐ .  :9 ｫヮ ܐガܕܒܐܝ 
 

ܠܟܐ .  :11 ｫヮ ﾍܠ ベ ｫヮܐ 
 

11:  . ﾍܒﾎܛ ギヮ ܬܐev p｠ボ̈ヅヴܐ ܕガܒܥゲヮ 
 

ܒダ 〝ܠヅܐ ﾆグ̈ܝܐܐ ギヮ ܠカﾑܐ gܥxﾎܐ .  :12 ｫゲヮ ܥﾎボܝ 
 

 ܕe ギヮܐ ܐfܠビܐ 〝 ヴﾎピベヂܝ .  :13
 

14: ﾅ ｫﾍ ܬ ܠfe ｠ܠgܐ . ܼ ｫeܠܒܬ ベܼܝ 
 

15:  . ギ̈ܝﾆヂܐ ܕガܝﾑヮ 
 

16:  . ギܝヅܠﾐ ﾍボヅヴ ܒﾍܼܝ ベܝﾅ feܼ 
 

wf｠ペ ܠܝ .  :17
ｫ
 ベヂﾎペܟܝ ܐܬܕܟベ ܒܠܒܝ fܐ

 

ܕܥ ܐヴ｟ ܕܬܥܒܼܕ .  :18 ｫܬܐ ܝﾎガヮfܐ ܐガヮ 
 

19:  . pベカܒ ﾎガヮe ベܝﾅ ܝܐܐﾆグ̈ 
 

ܕܥ ܐܐ .  :21 ｫܥܒܕ 〝 ܝ
ｫ
 ガヮܐ ܐ

 
 ブヴfܒܠギヮ pﾎ ܕガペ̈ܐ ܕeﾎヮ̈ܒ｟ܟ .  :21
 

ﾍܒ  :22 ｫܝf ﾄボ ｫﾑヮ 〝f . 
 

 ヅペܝベܐ ܕガグܬܐ ܒﾏﾐ｠ヮ 〝 ﾍܝܐ .  :23
 

24:  . プﾐxܝ ܐガヮ ܕ〝 ܕܝܠܝf 
 

 ベヂfܝギヮ fe ポ ܠpfﾍ ܐﾎグ̈ܬܐ .  :25
 

 ܐ〝 ガヮܐ eܟܝx ヱܥܝガܐ ブܼペܠ｟ܝ ﾆヮܕヴfܝܐ .  :26
 

ܒヮ ヱܕo ܕfeܼ ܒܝܕ ヮ̈〞ܟܐ ﾎﾐܝガܝ .  :27 ｫピܒ ܐfܬf 
 

 fܐgܠﾎ ܬ̈ܝpfﾍ ܠܒܬe ܕvܝx xﾎヅܒ ﾐܝ〞 .  :28
 

29: ffe ギܝボܒܝﾐܕ ギܐܝܠܝ pfﾍܠf  . ffe ギܝܟܝヮܕ ギ ｫヮܬ 
 

31:  . ｫﾍカܥ fܕカܼܐ ܕܐܥボヴܐ pﾎヴ ｫﾍ ܒ ܠﾍܼܝ ｫex｠ܒ ギヮf 
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7.9 Exit Survey

The following exit survey concludes the required portion of the user study. If you have feedback

related to a particular item in the user study, a reference sheet of the clauses you tagged can be

found at http://nlp.cs.byu.edu/public/userstudy1-clauses.pdf

• How accurately do you think you performed on this experiment?

1. Poorly

2.

3. Average

4.

5. Excellent

• Did you have the reference sheet by your computer while you did the study?

• Did you pause the program as necessary during the annotation process to ensure accurate

timing?

• Approximately how much time did you spend away from the computer without pausing?

• Overall, how useful did you find the preannotations offered to you?

1. They hurt my performance

2.

3. They neither helped nor hurt

4.

5. They helped

• Did the order of the tasks feel natural? (segmentation, grammatical category, stem tagging,

suffix tagging, dictionary headword)

• If not, what do you think would have been a better order?
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• We are trying to improve this application in preparation for a large-scale annotation effort.

Please offer any comments or suggestions that occurred to you as you used it.

• Did the application fit comfortably in your browser?

• Did you use any additional reference materials to complete the study?

• If so, what additional reference materials did you use to complete the study?
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Chapter 8

Appendix C: Sentence level analysis

Before the word-level analysis described in Chapter 4, we conducted a sentence-level anal-

ysis of the user study annotation times. This analysis was later adapted to a word-level analysis

so as to be more comparable to our statistical significance tests. The significance tests must be

performed on word-level data because they do not account for varying sentence lengths.

8.1 Introduction

Supervised machine learning techniques are designed to learn patterns from hand-labeled data, and

are more effective with large amounts of data.

The natural language processing (NLP) lab at BYU is working with the Center for the

Preservation of Ancient Religious Texts (CPART) at the Maxwell Institute to label an extremely

large corpus of texts written in Classical Syriac, an historically important dialect of Aramaic (http:

//cpart.byu.edu/?page=112&sidebar). Each Syriac word is divided into prefix, suffix, and

stem, and the stem and suffix are subsequently labeled with detailed grammatical information.

Labeling the Syriac New Testament took about 15 years. CPART wants to annotate at least

100 times more data than the New Testament. To accomplish this they must label more efficiently.

One way of potentially making labeling more efficient is pre-labeling (PL): having a ma-

chine learned model provide a candidate label for each word. Annotators thus need only review

candidate labelings and correct mistakes rather than create each label from scratch. A potential way

of improving pre-labeling is to listen for annotator corrections and update candidate labels appear-
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ing later on in the word or sentence based on the annotator’s corrections. We call this correction

propagation (CP).

It seems likely that pre-labels provided by a sufficiently high quality model will be helpful in

reducing annotation time. On the other hand, it is possible that sufficiently poor pre-labels would

actually hinder annotators. Because the corpus to be labeled is heterogeneous, the model will

perform worse on some parts of the corpus than others. Thus it would be desirable to know what

level of model performance is required before pre-labeling becomes helpful rather than harmful.

Data/Model

We ran a user study in which 9 annotators sequentially labeled a set of 30 sentences chosen at ran-

dom from the Acts of Judas Thomas, a text they had not before encountered. As annotators began

each sentence, they were randomly assigned to annotate under 1 of 16 conditions corresponding

to a particular degree of automatic assistance. Under the first condition, annotators were given no

automatic assistance at all, and annotated each word from scratch. Under the second condition,

annotators were given perfect pre-labels generated by two experts annotators. Under the remaining

14 conditions, annotators were given pre-labels with and without correction propagation generated

by a supervised model trained on the already-labeled New Testament to one of 7 accuracy levels

(measured against a gold standard generated by two expert annotators). The conditions can be

summarized as {no PL, perfect PL}+({25, 36, 47, 58, 68, 79, 90} × {with CP, without CP}). The

time that each annotator time took to annotate each sentence was measured, resulting in 270 mea-

surements; between 14 and 16 per condition.

The number of seconds taken to annotate a sentence was modeled in 4 different ways. Each

model treats sentence time as a normally distributed sum, and each models adds one more term into

that sum than the previous model. The first model αβ, models the contribution of the sentence’s

position in the study, βl, as well as the contribution of the condition under which the sentence was

annotated, αk. The second model, αβδ, adds the contribution of the length of each sentence, δs.

The third model αβδθ adds the contribution of the the annotator who annotated the sentence, θi,
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and the fourth model, αβδθγ, adds the contribution of the condition under which the previous

sentence was annotated, γj . For brevity’s sake, I explain only the priors, likelihood, and log pos-

terior numerator ln(g) of the final, most complex model, since the previous three can be derived

from that by simply removing the relevant portions of the model, and complete conditionals derived

from ln(g)

Likelihood

f ∗(yijkls|θi, γj, αk, βl, δs)

∼ N(δs + θi + γj + αk + βl, σ
2)

L(y|θ,γ,α,β, δ) =∏
yijkls∈y f

∗(yijkls|θi, γj, αk, βl, δs) =

(2π)−
N
2 (σ2)−

N
2 e

− 1
2σ2

∑
yijkls∈y(yijkls−δs−θi−γj−αk−βl)

2

Priors

Unfortunately, space constraints prohibit justifying my priors. Justifications are outlined in a sep-

arate document, available upon demand. Contributions whose existence and quantity that are in

question are distributed normally with a high variance around 0, so as to allow them to be learned

from the data.

σ2 ∼ Gamma(2, 15)

δs ∼ N(m ∗ lens + b, σ2
δ )

m ∼ Gamma(35, 2)

b ∼ Gamma(9, 1.5)

σ2
δ ∼ Gamma(1.5, 10)

θi ∼ N(µθ, σ
2
θ)

µθ ∼ N(0, 400)

σ2
θ ∼ Gamma(12, 3)
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αk ∼ N(0, 400)

γj ∼ N(0, 400)

βl ∼ N(0, 400)

ln(g)

ln(Π(Θ|y)) ∝ ln(g(Θ|y)) =

− N
2
ln(σ2)− 1

2σ2

∑
yijkls∈y(yijkls−δs−θi−γj−αk−βl)

2+ ln(σ2)− σ2

15
− µ2

θ

800
+(11− A

2
)ln(σ2

θ)−
σ2
θ

3
−
∑A

i=1
(θi−µθ)

2

2σ2
θ

−
∑K

j=1

γ2
j

800
−
∑K

k=1

α2
k

800
−
∑L

l=1

β2
l

800
+34ln(m)− m

2
+8ln(b)− b

1.5
+0.5ln(σ2

δ )−
σ2
δ

10
− S

2
ln(2πσ2

δ )−
∑S

s=1
(δs−m∗lens−b)2

2σ2
δ

8.2 Results

-PL 25 36 47 58 68 79 90 *PL
+CP NA -0.9 32.9 21.8 0.1 -15.1 -1.7 8.9 NA
-CP 8.9 27.2 11.4 35.9 29.1 -11.2 -30.3 -23.4 -65.6

Table 8.1: Mean contribution of each annotation condition (αk). Conditions whose values are
different from α0 with greater than 95% probability are bolded.

I obtained 500,000 samples from each of the models. For all models, all parameter accep-

tance ratios were between .2 and .4, and the trace plots didn’t show excessive wandering or sticking

behavior. After thinning by 100, all posteriors passed the Raftery-Lewis Diagnostic with IRLs less

than 5. Additionally, most posteriors also had Geweke z-scores well under 1.96. However, the

Geweke scores appeared to be sensitive to random runs. Some posterior z-scores bounced back

and forth across the 1.96 threshold on different runs. However, since the acceptance ratios, trace

plots, and IRLs look okay I think these posteriors are acceptable.

I compared the four models using both their Bayes Factors and Deviance Information Cri-

terion in the following table.

The most complex model was favored by both metrics, so I use it in order to draw conclu-

sions. These numbers were quite stable across random runs, changing only in the tenths decimal
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αβ αβδ αβδθ αβδθγ
Bayes Factor -3000.3 -2378.1 -2361.7 -2358.2
DIC 4328.5 4015.6 3870.6 3867.1

Table 8.2: Model Comparison

place. I also compared the models using the Bayes Chi-squared goodness of fit test, but all the

models performed equally badly according to that metric.

The θ, β, δ, and γ variables were mainly nuisance parameters to account for effects that

might confuse our analysis of α, the effect of the condition under which a sentence was annotated.

However, γ showed an interesting trend, although it was not significant at the 90% probability

level. It appeared that having a previous sentence with low quality PL tended to increase the time

required to annotate the subsequent sentence, perhaps because the annotator learned to second-

guess the model. Similarly, having a previous sentence with high quality PL tended to decrease

the time required to annotate the subsequent sentence, perhaps because the annotator had learned

to trust the model. Table 8.1 lists the mean time contribution of each αk.

8.3 Conclusions

Pre-labels

The bottom row of Table 8.1 shows a clear trend. According to this data and model, pre-labels be-

low about 70% accuracy appear to reduce annotator speed whereas those above increase annotator

speed. This is encouraging since it requires relatively little data to train an automatic annotator to

the 70% accuracy level. Also, considering that the average unassisted annotation time in the study

was 250 seconds, the 20 to 30 second gain provided by high quality pre-labels represents a 10%

increase in speed.
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Correction Propagation

The top row of Table 8.1 shows the mean contribution of using both pre-labels and correction

propagation is quite noisy. Calculating the probability p(αAcc=a,CP=1 < αAcc=a,CP=0) shows that

correction propagation helps beyond simple pre-labeling with probability greater than 0.9 for 25%

and 58% accurate pre-labels. Similarly, calculating the probability that the presence of correction

propagation hurts compared with simple pre-labeling at each accuracy level, p(αAcc=a,CP=1 >

αAcc=a,CP=0), shows that correction propagation hurts with probability greater than 0.9 for 36%,

79%, and 90% accurate pre-labels.

These results are relatively weak (p <.95), and they are also rather noisy. However, it

appears that for the higher quality pre-labels, it may be better not to use correction propagation. One

possible explanation for this behavior is that seeing a pre-labels change might break an annotator’s

train of thought while she considers the new pre-label.
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Chapter 9

Appendix D: Derivation of Complete Conditionals for the Bayesian Analysis

9.1 Introduction

This appendix walks through the process involved in calculating our unnormalized joint posterior

distribution, ln(g), and then using that as a basis for finding the complete conditionals of each

parameter. We model the number of seconds taken to annotate a word yhatbro as a combination of

the following variables:

9.2 Variables

• σ2 Variance common to all words

• θh Annotators

• αa Current condition

• τt Grammatical Category

• βb Bucketed word position (0,1,2,3+)

• ρr Hyperlinks clicked

• ωo Hyperlinks shown

• kappa Offset common to all words
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9.3 Priors

Prior justifications may be found in the main paper. Gamma distributions are parameterized by

shape and scale.

• σ2 ∼ Gamma(50, 50)

• θh ∼ N(0, 40
3
)

• αa ∼ N(0, 40
3
) =

• τt ∼ N(0, 40
3
)

• βb ∼ N(0, 40
3
)

• ρr ∼ N(0, 40
3
)

• ωo ∼ N(0, 40
3
)

• kappa ∼ N(90, 50
3
)

9.4 Likelihood

The density of a single data point is distributed as

yhatbro|θh, αa, τt, βb, ρr, ωo, κ ∼ N(θh + αa + τt + βb + ρr + ωo + κ, σ2)

Assuming that the probability of each data point is independent, the likelihood, or probability of

the data set, may be written as the produce of the probability of each data point.

L(y|Θ) = L(y|σ2,θ,α, τ ,β,ρ,ω, κ)

=
∏

yhatbro∈y p(yhatbro|σ
2, θh, αa, τt, βb, ρr, ωo, κ)

=
∏

yhatbro∈y(2π)
− 1

2 (σ2)−
1
2 e−

1
2σ2 (yhatbro−(θh+αa+τt+βb+ρr+ωo+κ))2

=
∏

yhatbro∈y(2π)
− 1

2 (σ2)−
1
2 e−

1
2σ2 (yhatbro−θh−αa−τt−βb−ρr−ωo−κ)2

= (2π)−
N
2 (σ2)−

N
2 e−

1
2σ2

∑
yhatbro∈y(yhatbro−θh−αa−τt−βb−ρr−ωo−κ)2
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9.5 Joint Posterior

Our end goal is to estimate the joint posterior distribution over all of our parameters given the

evidence provided by the data: p(Θ|y), where Θ represents all of our parameters. Using Bayes

rule, we see that the posterior may be written as a combination of the likelihood of the data and our

prior probability distributions. p(Θ|y) = L(y|Θ)p(Θ)
p(y)

= L(y|Θ)p(Θ)∫
···

∫
L(y|Θ)p(Θ)dΘ

. Because the normalizing

constant in the denominator of this quantity involves integrating over all Θs it can be difficult

to compute. Fortunately, using Gibb’s sampling to get samples from the joint posterior does not

require being able to compute the normalizing constant. We can drop the constant and calculate

numerator of our joint posterior, which we will call pn. Recall that because the denominator of

the posterior is a constant, pn is proportional to the posterior distribution. We will similarly drop

any other constants we find as we derive pn. Finally, because of machine precision issues when

working with small probabilities, it is most useful to work directly with the logarithm of pn.

ln(pn) = ln(L(y|Θ)p(Θ))

Now insert our own parameter names.

= ln(L(y|σ2,θ,α, τ ,β,ρ,ω, κ)p(σ2,θ,α, τ ,β,ρ,ω, κ))

Because our parameters are all independent of one another, we can write their joint prior probabil-

ities as a product of individual prior probabilities.

= ln(L(y|σ2,θ,α, τ ,β,ρ,ω, κ)p(σ2)
∏H

h=1 p(θh)
∏A

a=1 p(αa)
∏T

t=1 p(τt)∏B
b=1 p(βb)

∏R
r=1 p(ρr)

∏O
o=1 p(ωo)p(κ))

Distribute the logarithm.

= ln(L(y|σ2,θ,α, τ ,β,ρ,ω, κ))

+ ln(p(σ2))

+
∑H

h=1 ln(p(θh))

+
∑A

a=1 ln(p(αa))

+
∑T

t=1 ln(p(τt))

+
∑B

b=1 ln(p(βb))

+
∑R

r=1 ln(p(ρr))
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+
∑O

o=1 ln(p(ωo))

+ ln(p(κ))

Now substitute the numerical form of the likelihood and priors.

= ln((2π)−
N
2 (σ2)−

N
2 e−

1
2σ2

∑
yhatbro∈y(yhatbro−θh−αa−τt−βb−ρr−ωo−κ)2)

+ ln( 1
Γ(50)5050

σ2(50−1)e−
σ2

50 )

+
∑H

h=1 ln

(
(2π ∗ (40

3
)2)−

1
2 e

− (θh−0)2

2∗( 403 )2

)

+
∑A

a=1 ln

(
(2π ∗ (40

3
)2)−

1
2 e

− (αa−0)2

2∗( 403 )2

)

+
∑T

t=1 ln

(
(2π ∗ (40

3
)2)−

1
2 e

− (τt−0)2

2∗( 403 )2

)

+
∑B

b=1 ln

(
(2π ∗ (40

3
)2)−

1
2 e

− (βb−0)2

2∗( 403 )2

)

+
∑R

r=1 ln

(
(2π ∗ (40

3
)2)−

1
2 e

− (ρr−0)2

2∗( 403 )2

)

+
∑O

o=1 ln

(
(2π ∗ (40

3
)2)−

1
2 e

− (ωo−0)2

2∗( 403 )2

)

+ ln

(
(2π ∗ (50

3
)2)−

1
2 e

− (κ−90)2

2∗( 503 )2

)
Distribute logarithms deeper into terms and drop additive constants.

∝ −N
2
ln(σ2)− 1

2σ2

∑
yhatbro∈y(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2

+ 49ln(σ2)− σ2

50

−
∑H

h=1

θ2h
2( 40

3
)2

−
∑A

a=1
α2
a

2( 40
3
)2

−
∑T

t=1
τ2t

2( 40
3
)2

−
∑B

b=1
β2
b

2( 40
3
)2

−
∑R

r=1
ρ2r

2( 40
3
)2

−
∑O

o=1
ω2
o

2( 40
3
)2

− (κ−90)2

2( 50
3
)2
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9.6 Complete Conditionals

Now it remains to derive the complete conditional distributions of each parameter. A complete

conditional distribution over parameterΘ represents the probability of that parameter given the data

and the value of every other parameter in the graph, and is necessary for Gibb’s sampling to function

correctly. It turns out that we can use pn, which we have already calculated, to derive the complete

conditional of each parameter simply by treating all variables except the parameter of interest as

constants, and dropping as many of these constants as possible. Because pn is not normalized,

and complete conditionals are defined as proper probability distributions, we symbolically add to

each complete conditional the constant c that would correctly normalize it. However, this is only

for form’s sake, since Gibb’s sampling does not require normalized complete conditionals. Again,

because of machine precision issues, we express our conditionals in log space.
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[
σ2
]
= (49− N

2
)ln(σ2)− σ2

50
− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[αa] = − α2
a

2(40
3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[θh] = − θ2h
2(40

3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[βb] = − β2
b

2(40
3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[τt] = − τ 2t
2(40

3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[ρr] = − ρ2r
2(40

3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[ωo] = − ω2
o

2(40
3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c

[κ] = −(κ− 90)2

2(50
3
)2

− 1

2σ2

∑
y

(yhatbro − θh − αa − τt − βb − ρr − ωo − κ)2 + c
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